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ABSTRACT

Students bring to a collaborative learning situation a great deal of specialized knowledge and experiences that undoubtedly shape the collaboration and learning processes. How effectively this unique knowledge is shared and assimilated by the group affects both the process and the product of the collaboration. In this paper, we describe a machine learning approach, Hidden Markov Modeling, to analyzing and assessing on-line knowledge sharing conversations. We show that this approach can determine the effectiveness of knowledge sharing episodes with 93% accuracy, performing 43% over the baseline. Understanding how members of collaborative learning groups share, assimilate, and build knowledge together may help us identify situations in which facilitation may increase the effectiveness of the group interaction.
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INTRODUCTION

A group of students gather around a table to solve a problem, and begin to exchange the knowledge each brings to bear on the problem. Each group member brings to the table a unique pool of knowledge, grounded in his or her individual experiences. The combination of these experiences, and the group members’ personalities and behaviors will determine how the collaboration proceeds, and whether or not the group members will effectively learn from and with each other (Brown and Palincsar, 1989; Dillenbourg, 1999; Webb & Palincsar, 1996). 

If we take a closer look at the interaction in this group, we might see that the way in which a student shares new knowledge with the group, and the way in which the group responds, determines to a large extent how well this new knowledge is assimilated into the group, and whether or not the group members learn the new concept. It is reasonable to assume that, in effective knowledge sharing conversation, the presentation (sharing) of new concepts and ideas would initiate questioning, explaining, and critical discussion. Studying the interaction that provokes and follows knowledge sharing events may help us assess the ability of the group to assimilate new information that group members naturally bring to bear on the problem. 

In this paper, we describe a machine learning approach, Hidden Markov Modeling, to identifying, analyzing, and assessing on-line knowledge sharing conversations. We begin by discussing work related to analyzing knowledge sharing conversations, and then describe how Hidden Markov Modeling was used to assess these conversations. The fourth section reports on the results of an experiment in which this technique was successfully used to classify instances of effective and ineffective knowledge sharing interaction. We conclude by discussing the implications of this research, and pointing to a few open-ended questions.

Knowledge Sharing

We define a knowledge sharing episode as a series of conversational contributions (utterances) and actions (e.g. on a shared workspace) that begins when one group member introduces new knowledge into the group conversation, and ends when discussion of the new knowledge ceases. New knowledge is defined as knowledge that is unknown to at least one group member other than the knowledge sharer. In general, analyzing knowledge sharing episodes involves the following three steps:

1. Determining which student played the role of knowledge sharer, and which the role(s) of receiver

2. Analyzing how well the knowledge sharer explained the new knowledge

3. Observing and evaluating how the knowledge receivers assimilated the new knowledge

The use of Hidden Markov Models to accomplish step (1) above is described in (Soller and Lesgold, in press). In this paper, we describe their application to steps (2) and (3). Studying the effectiveness of knowledge sharing involved collecting sequences of interaction in which students shared new knowledge with their peers, and relating these sequences to the group members’ performance on pre and post tests. The tests targeted the specific knowledge elements we expected the students to share and learn during the experiment. To ensure that high-quality knowledge sharing opportunities exist, each group member was provided with a unique piece of knowledge that the team needed to solve the problem. This knowledge element was designed to mirror the sort of unique knowledge that students might naturally bring to the problem from their own experiences. By artificially constructing situations in which students are expected to share knowledge, we single out interesting episodes to study, and more concretely define situations that can be compared and assessed. 

In order for a knowledge element to be shared “effectively”, three requirements must be satisfied (F. Linton, personal communication, May 8, 2001): 

(1) the individual sharing the new knowledge (the “sharer”) must show that she understands it by correctly answering the corresponding pre and post test questions

(2) the concept must come up during the conversation, and 

(3) at least one group member who did not know the concept before the collaborative session started (as shown by his pre-test) must show that he learned it during the session by correctly answering the corresponding post-test question. 

In this paper, we focus on situations in which criteria (1) and (2) are satisfied, since these criteria are necessary for studying how new knowledge is assimilated by collaborative learning groups. Other research has addressed how students acquire new knowledge (criteria 1, Gott & Lesgold, 2000), and how to motivate students to share their ideas (criteria 2, Webb & Palincsar, 1996).

Experiments designed to study how new knowledge is assimilated by group members are not new to social psychologists. Hidden Profile studies (Lavery, Franz, Winquist, and Larson, 1999; Mennecke, 1997), designed to evaluate the effect of knowledge sharing on group performance, require that the knowledge needed to perform the task be divided among group members such that each member’s knowledge is incomplete before the group session begins. The group task is designed such that it cannot be successfully completed until all members share their unique knowledge. Group performance is typically measured by counting the number of individual knowledge elements that surface during group discussion, and evaluating the group’s solution, which is dependent on these elements. 

Surprisingly, studying the process of knowledge sharing has been much more difficult than one might imagine. Stasser (1999) and Lavery et al. (1999) have consistently shown that group members are not likely to discover their teammates’ hidden profiles. They explain that group members tend to focus on discussing information that they share in common, and tend not to share and discuss information they uniquely possess. Moreover, it has been shown that when group members do share information, the quality of the group decision does not improve (Lavery et al., 1999; Mennecke, 1997). There are several explanations for this. First, group members tend to rely on common knowledge for their final decisions, even though other knowledge may have surfaced during the conversation. Second, “if subjects do not cognitively process the information they surface, even groups that have superior information sharing performance will not make superior decisions (Mennecke, 1997).” Team members must be motivated to understand and apply the new knowledge. 

At least one study (Winquist and Larson, 1998) confirms that the amount of unique information shared by group members is a significant predictor of the quality of the group decision. More research is necessary to determine exactly what factors influence effective group knowledge sharing. One important factor may be the complexity of the task. Mennecke (1997) and Lavery et al.’s (1999) tasks were straightforward, short-term tasks that subjects may have perceived as artificial. Tasks that require subjects to cognitively process the knowledge that their teammates bring to bear may reveal the importance of effective knowledge sharing in group activities. In the next section, we describe one such task.

Experimental Method

In our experiment, five groups of three were each asked to solve one Object-Oriented Analysis and Design problem using a specialized shared workspace, while communicating through a structured, sentence opener interface. The communication interface, shown on the bottom half of Figure 1, contains sets of sentence openers (e.g. “I think”,  “I agree because”) organized in intuitive categories (such as Inform or Discuss). To contribute to the group conversation, a student first selects a sentence opener. The selected phrase appears in the text box below the group dialog window, where the student may type in the rest of the sentence. Each sentence opener is associated with a particular conversational intention, given by a subskill and attribute. For example, the opener, “I think” corresponds to the subskill (or category) “Inform”, and the more specific attribute, “Suggest”.

Sentence openers provide a natural way for users to identify the intention of their conversational contribution without fully understanding the significance of the underlying communicative acts (Baker & Lund, 1997, McManus & Aiken, 1995). The categories and corresponding phrases on the interface represent the conversation acts most often exhibited during collaborative learning and problem solving in a previous study (Soller et al, 2001). Further details about the functionality of the communication interface can be found at http://lesgold42.lrdc.pitt.edu/EPSILON/Epsilon_software.html.
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Figure 1. The shared OMT workspace (top), and sentence opener interface (bottom)

The specialized shared workspace is shown on the top half of Figure 1. The workspace allows students to collaboratively solve object-oriented design problems using Object Modeling Technique (OMT) (Rumbaugh, Blaha, Premerlani, Eddy, and Lorensen, 1991), an object-oriented analysis and design methodology. Software engineers use methodologies such as OMT to construct graphical models for optimizing their designs before implementation, and to communicate design decisions. These models are also useful for preparing documentation, or designing databases. Object-oriented analysis and design was chosen because it is an open-ended domain usually done in industry by teams of engineers with various expertise, so it is also an inherently collaborative domain. An example of an OMT design problem is shown below.

Exercise: Prepare a class diagram using the Object Modeling Technique (OMT) showing relationships among the following object classes: school, playground, classroom, book, cafeteria, desk, chair, ruler, student, teacher, door, swing. Show multiplicity balls in your diagram.

The shared OMT workspace provides a palette of buttons down the left-hand side of the window that students use to construct objects, and link objects in different ways depending on how they are related. Objects on the shared workspace can be selected, dragged, and modified, and changes are reflected on the workspaces of all group members.

Subjects. Five groups of three students each participated in the study. The subjects were undergraduates or first-year graduate students majoring in the physical sciences or engineering, none of which had prior knowledge of Object Modeling Technique. The subjects received pizza halfway through the four hour study, and were paid at the completion of the study.  

Procedure. The five groups were run separately. The subjects in each group were asked to introduce themselves to their teammates by answering a few personal questions. Each experiment began with a half hour interactive lecture on OMT basic concepts and notation, during which the subjects practiced solving a realistic problem. The subjects then participated in a half hour hands-on software tutorial. During the tutorial, the subjects were introduced to all 36 sentence openers on the interface. The subjects were then assigned to separate rooms, received their individual knowledge elements, and took a pre-test. Individual knowledge elements addressed key OMT concepts, for example, “Attach attributes common to a group of subclasses to a superclass.” Each knowledge element was explained on a separate sheet of paper with a worked-out example. The pre-test included one problem for each of the three knowledge elements. It was expected that the student given knowledge element #1 would get only pre-test question #1 right, the student given knowledge element #2 would get only pre-test question #2 right, and likewise for the third student. To ensure that each student understood his or her unique knowledge element, an experimenter reviewed the pre-test problem pertaining to the student’s knowledge element before the group began the main exercise. Students who missed the pre-test problem on their knowledge element were asked to reread their knowledge element sheet and rework the missed pre-test problem, while explaining their work out loud (Chi et al., 1989).
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Figure 2. The student action log dynamically records all student actions and conversation

The subjects were not specifically told that they hold different knowledge elements, however they were reminded that their teammates may have different backgrounds and knowledge, and that sharing and explaining ideas, and listening to others’ ideas is important in group learning. All groups completed the OMT exercise on-line within about an hour and fifteen minutes. During the on-line session, the software automatically logged the students’ conversation and actions (see Figure 2). After the problem solving session, the subjects completed a post-test, and filled out a questionnaire. The post-test, like the pre-test, addressed the three knowledge elements. It was expected that the members of effective knowledge sharing groups would perform well on all post-test questions. 

The next section describes the findings from this study, gives a brief introduction to the analysis method, Hidden Markov Models, and discusses how we used them to train a computer to recognize instances of effective and ineffective knowledge sharing. 

Results

Four of the five groups showed both instances of effective knowledge sharing and instances of ineffective knowledge sharing. Recall from the section on knowledge sharing that in order for a knowledge element to be effectively shared, three requirements must be satisfied: (1) the individual sharing the new knowledge (the “sharer”) must show that she understands it by correctly answering the corresponding pre and post test questions, (2) the concept must come up during the conversation, and (3) at least one group member who did not know the concept before the collaborative session started (as shown by his pre-test) must show that he learned it during the session by correctly answering the corresponding post-test question (F. Linton, personal communication, May 8, 2001). 

Since there were 15 subjects, there were a maximum of 30 possible opportunities for effective knowledge sharing: 2 opportunities for each student to learn the other 2 students’ elements. Ten of these were effective (i.e. they met all 3 criteria), and two students did not meet criteria (1), eliminating 4 opportunities. We are now in the process of determining why the students did not take advantage of the other 16 opportunities. 

The student action logs (e.g. Figure 2) from the five experiments were parsed by hand to extract the dialog segments in which the students shared their unique knowledge elements. Fourteen of these knowledge sharing episodes were identified, and tagged as either effective or ineffective (this process is described later in this section). These sequences do not directly correspond to the 30 opportunities in the previous paragraph, since one episode may result in 2 students learning, or one student may learn across several episodes. The knowledge sharing episodes were used to train a system to analyze and classify new instances of knowledge sharing. We now describe the training algorithm, and how it was applied.

A Brief Introduction to Hidden Markov Models

Hidden Markov Models (HMMs) were used to model the sequences of interaction present in the knowledge sharing episodes from the experiment. HMMs were chosen because of their flexibility in evaluating sequences of indefinite length, their ability to deal with a limited amount of training data, and their recent success in speech recognition tasks. We begin our introduction to HMMs with an introduction to Markov chains.
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Figure 3. A Markov chain describing the probability of various weather patterns

Markov chains are essentially probabilistic finite state machines, used to model processes that move stochastically through a series of predefined states. For example, a model of the weather might include the states sunny, rainy, and overcast (see Figure 3). The probability of entering a rainy state after visiting a sunny state might be 0.2, the probability of entering an overcast state 0.3, and the probability of another sunny state 0.5. In other words, if today is sunny, there is a 20% chance that tomorrow will be rainy, a 30% chance that tomorrow will be overcast, and a 50% chance that it will be sunny again. In Markov chains, the arcs describe the probability of moving between states. The probability of a sequence of states is the product of the probabilities along the arcs. So, if today is sunny, then the probability that tomorrow will be rainy, and the next day overcast (0.2)(0.3) =  0.06.

Hidden Markov Models generalize Markov Chains in that they allow several different paths through the model to produce the same output. Consequently, it is not possible to determine the state the model is in simply by observing the output (it is “hidden”). Markov models observe the Markov assumption, which states that the probability of the next state is dependent only upon the previous state. This assumption seems limiting, however efficient algorithms have been developed that perform remarkably well on problems similar to that described here. Hidden Markov Models allow us to ask questions such as, “How well does a new (test) sequence match a given model?”, or, “How can we optimize a model’s parameters to best describe a given observation (training) sequence?” (Rabiner, 1989). Answering the first question involves computing the most likely path through the model for a given output sequence; this can be efficiently computed by the Viterbi (1967) algorithm. Answering the second question requires training an HMM given sets of example data.  This involves estimating the (initially guessed) parameters of an arbitrary model repetitively, until the most likely parameters for the training examples are discovered. The explanation provided here should suffice for understanding the analysis in the next section. For further details on HMMs, see Rabiner (1989) or Charniak (1993).

Coding the Interaction

The fourteen knowledge sharing episodes varied in length from 5 to 62 contributions, and contained both conversational elements and action events. The top part of Figure 4 shows an example of one such sequence. The sentence openers, which indicate the system-coded subskills and attributes, are italicized. The bottom part of Figure 4 shows the actual sequence that is used to train the HMM to recognize similar knowledge sharing sequences.

	Student
	Subskill
	Attribute
	Actual Contribution (Not seen by HMM)

	A
	Request
	Opinion
	Do you think we need a discriminator for the car ownership

	C
	Discuss
	Doubt
	I'm not so sure

	B
	Request
	Elaboration
	Can you tell me more about what a discriminator is

	C
	Discuss
	Agree
	Yes, I agree because I myself am not so sure as to what its function is

	A
	Inform
	Explain/Clarify
	Let me explain it this way - A car can be owned by a person , a company or a bank. I think ownership type is the discrinator.

	A
	Maintenance
	Apologize
	Sorry I mean discriminator.


	Actual HMM Training Sequence

	A-Request-Opinion

	C-Discuss-Doubt

	B-Request-Elaboration

	C-Discuss-Agree

	A-Inform-Explain

	A-Maintenance-Apologize

	Sequence-Termination


Figure 4. An actual logged knowledge sharing episode (above), showing system coded subskills and attributes, and its corresponding HMM training sequence (below)

Some of the extracted sequences included actions that students took on the workspace. These actions were matched to a list of predetermined “productive” actions – those that were expected to lead students to a model solution. Productive actions were labeled as such, and included in the sequence with the name of the student who took the action (e.g. A-Productive-Action).

The system codes were obtained directly from the sentence openers that students choose to begin their contributions, and may not accurately reflect the intention of the contribution. For example, a student might choose the opener, “I think”, and then add, “I disagree with you”. Each sentence opener is associated with one subskill and attribute pair that most closely matches the expected use of the phrase; however even having gone through sentence opener training (described in the previous section), students may not always use the openers as expected. In order to determine to what degree the students used the openers as they were intended, 2 researchers recoded 3 of the 5 dialogs (selected at random). Tables 1 and 2 show the agreement between the 2 coders (A and B) and between each of the coders and the system, averaged over all 3 dialogs. As shown by the tables, agreement between the raters and the system was high for the subskill case, and reasonable for the attribute case (Carletta et al., 1997).

   Table 1. Agreement statistics for subskill codes

     Table 2. Agreement statistics for attribute codes

	Coder 1
	Coder 2
	%

Agreement
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	Coder 1
	Coder 2
	%

Agreement
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	A
	B
	87.0
	.85
	
	A
	B
	71.2
	.71

	A
	System
	90.1
	.88
	
	A
	System
	85.5
	.73

	B
	System
	86.4
	.84
	
	B
	System
	71.5
	.60

	Average

of A & B
	System
	88.25
	.86
	
	Average

of A & B
	System
	78.49
	.66


The next section describes the results of training Hidden Markov Models to assess the effectiveness of the 14 knowledge sharing episodes. This analysis was done using the system codes (those based on the sentence openers that the students selected), however similar results were obtained when the recoded dialogs were substituted as test sequences.

Assessing the Effectiveness of Knowledge Sharing Episodes

Two 6 state Hidden Markov Models were trained
. The first was trained using only sequences of effective knowledge sharing interaction (we call this the effective HMM), and the second using only sequences of ineffective knowledge sharing (the ineffective HMM). Testing the models involved running a new knowledge sharing sequence – one that is not used for training – through both models. The output from the effective HMM described the probability that the new test sequence is effective, and the output from the ineffective HMM described the probability that the new test sequence is ineffective. The test sequence was then classified as effective if has a higher path probability through the effective HMM, or ineffective if its path probability through the ineffective HMM was higher. Since the probabilities in these models can be quite small, we usually take the log of the path probability, which results in a negative number. The largest path probability is then given by the smallest absolute value.

Since HMMs “learn” by generalizing sets of examples, training the HMMs to model effective and ineffective knowledge sharing meant collecting sequences of interaction indicative of effective and ineffective interaction. The transcripts from the experiment described earlier were parsed, and 14 situations were identified in which the students discussed the unique knowledge elements each learned before the problem solving session began. These 14 sequences were tagged as being either effective or ineffective. A sequence is considered effective if at least one of the students receiving the new knowledge did not know it before the session (as shown by his pre-test) and demonstrated that he learned it during the session (as shown by his post-test). Recall that the pre and post tests directly target the three knowledge elements that the students are expected to share during the group problem solving session (see section entitled, “Experimental Method”). A sequence is considered ineffective if a knowledge element was discussed during the episode, but none of the receiving students demonstrated mastery of the concept on the post test. 

Of the 14 knowledge sharing sequences identified, 7 were found to be effective and 7 were found to be ineffective. Because of the small dataset, we used a 14-fold cross validation approach, in which we tested each of the 14 examples against the other 13 examples (as training sets), and averaged the results. Figure 5 shows the path probabilities of each test sequence through both the effective and ineffective HMMs. The y-value shows the log of the Viterbi path probability (Rabiner, 1989). This value is highly dependent on the length of the test sequence (longer sequences will produce smaller probabilities), and so will vary for each sequence. Notice that the path probabilities of the 7 effective test sequences (labeled E1 through E7) were higher through the effective HMM, and the path probabilities for 6 of the 7 ineffective test sequences (labeled I8 through I14) were higher through the ineffective HMM, resulting in an overall 92.9% accuracy. The baseline comparison is chance, or 50%, since there is a 1/2 chance of arbitrarily classifying a given test sequence as effective or ineffective. The HMM approach successfully performed at almost 43% above the baseline.


[image: image6.wmf]Results of Testing HMM to Evaluate Knowledge Sharing Effectiveness 

(14-fold cross validation)

-270

-240

-210

-180

-150

-120

-90

-60

-30

0

E1

E2

E3

E4

E5

E6

E7

I8

I9

I10

I11

I12

I13

I14

Log of Path Probability

Path Probability through

Effective HMM

Path Probability through

Ineffective HMM

Effective test sequences

Ineffective test sequences

 Figure 5. Viterbi path probabilities of each test sequence through both the effective and ineffective HMMs

The analysis in this section shows that artificial intelligence models of collaborative interaction may be useful for identifying when students are effectively sharing the new knowledge they bring to bear on the problem. Once we have discovered a situation in which students are not effectively interacting, we can formulate hypotheses about the various facilitation methods that might help the students collaborate more effectively.

Discussion and Future Work

Determining from a sequence of coded interaction, such as that shown in Figure 4, how well new knowledge is assimilated by the group is a very difficult task. Other researchers have explored a number of different methods, including finite state machines (McManus & Aiken, 1995), fuzzy inferencing (Barros & Verdejo, 1999), decision trees (Constantino-Gonzalez & Suthers, 2000; Goodman, Hitzeman, Linton, & Ross, 2001), rule learning (Katz, Aronis, & Creitz, 1999), and plan recognition (Muehlenbrock & Hoppe, 1999), for analyzing collaborative learning interaction (see Jermann, Soller, and Muehlenbrock, 2001, for a review of different approaches). Why does the HMM approach work so well? The models are trained to represent the possible ways that a student might share new knowledge with his teammates, and the possible ways that his teammates might react. The HMM, in this case, is therefore a sort of compiled conversational model. This means that, for example, the effective model includes a compilation of the conversational patterns students use when knowledge is effectively built by the group members. Our next step is to take a closer look at the differences between the effective and ineffective sequences in order understand the qualitative differences. For example, we might expect to see more questioning and critical discussion in effective knowledge sharing episodes, and more acknowledgement in less effective episodes (Soller, 2001). 

The long-term goal of this project is to support learning groups on-line by mediating situations in which new knowledge is not effectively assimilated by the group. Understanding why a knowledge sharing episode is ineffective is critical to selecting a proper mediation strategy. A knowledge sharer may need help in formulating sufficiently elaborated explanations using, for example, analogies or multiple representations. Or, a knowledge receiver may need encouragement to speak up and articulate why he does not understand a new knowledge element. Research is now underway to develop a generalized model of ineffective knowledge sharing that includes models in which new knowledge is not effectively conveyed by the sharer, and models in which new knowledge is not effectively assimilated by the receivers. A system that can differentiate between these cases may be able to better recommend strategies for supporting the process of knowledge sharing during collaborative learning activities.

Conclusion

Students bring to a collaborative learning situation a great deal of specialized knowledge and experiences that will undoubtedly shape the collaboration and learning processes. How effectively this unique knowledge is shared and assimilated by the group affects both the process and the product of the collaboration. 

In this paper, we describe a novel approach to assessing the effectiveness of knowledge sharing conversation during collaborative learning activities. Our approach involves applying a machine learning technique, Hidden Markov Modeling, to differentiate instances of effective from ineffective knowledge sharing interaction.

The experiment we described here was designed specifically to collect instances of knowledge sharing during collaborative learning. These instances were coded to reflect both task and conversational events, and used to train two 6 state Hidden Markov Models. The models, when tasked to determine the effectiveness of new sequences of knowledge sharing interaction, correctly classified 92% of these sequences, a 42% improvement over the baseline. The preliminary results of this study are promising. We are now collecting more data so that we may confirm and elaborate on these findings

Our research goal is to analyze the knowledge sharing process, and identify situations in which facilitation might help to increase the effectiveness of the group interaction. Studying the interaction that provokes and follows knowledge sharing events may help us assess the ability of the group to assimilate new information that group members naturally bring to bear on the problem. 

Understanding and supporting students’ knowledge sharing behavior is a complex endeavor, involving analysis of student learning, understanding, conversation, and physical actions. But the results of this effort can be applied to analyzing and supporting other complex aspects of collaborative learning, such as the joint construction of shared knowledge, and cognitive conflict. Furthermore, this research may help to define guidelines about the limits on the kinds of support a collaborative learning system, in general, might offer.
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� Before choosing the 6 node HMM, we experimented with 3, 4, and 5 node HMMs, obtaining similar (but not optimal) results. Performance seemed to decline with 7 or more states.
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Effective KS Epsiodes

										ACTIONS INCLUDED		ACTIONS OMITTED

		Student		Conversation Act/ Action		Attribute				A (Ilya): 1-37, B (Tracey) 38-74, C (Ken) 75-111, 112 is sequence terminator		A (Ilya): 1-, B (Tracey) 38-, C (Ken) 75-, 112 is sequence terminator		Task Element Code		Final Sequences		Concatenated Sequences

		Tracey		Request		Opinion		Ilya		60		60				60		60

		Ken		Acknowledge		Accept				100		100				100		100

		Ilya		Inform		Assert				18		18				18		18

		Ilya		Inform		Elaborate				15		15				15		15

		Ilya		Maintenance		Apologize				32		32				32		32

		Tracey		Motivate		Encourage				47		47				47		47

		Ilya		Request		Opinion				23		23				23		23

		Ken		Motivate		Reinforce				85		85				85		85

		Ilya		Created new class $Owner$						37		37		KE-1a		37		37

		Tracey		Inform		Suggest				51		51				51		51

		Ken		Motivate		Encourage				84		84				84		84

		Ilya		Added new generalization linking $Owner$ to $Bank$						37		37		KE-1d		37		37

		Ilya		Added new generalization linking $Owner$ to $Company$						37		37		KE-1c		37		37

		Ilya		Added new generalization linking $Owner$ to $Person$						37		37		KE-1b		37		37

		Ilya		Inform		Lead				13		13				13		13

		Ken		Acknowledge		Accept				100		100				100		100

		Tracey		Motivate		Encourage				47		47				47		47

		Ilya		Discuss		Agree				3		3				3		3

		Tracey		Deleted link connecting$Company$ to $Car$						74						74		74

		Tracey		Deleted link connecting$Person$ to $Car$						74						67		67

		Tracey		Deleted link connecting$Car$ to $Bank$						74						84		84

		Tracey		Added new association linking $Car$ to $Owner$						74		74		KE-1e		46		46

		Tracey		Changed multiplicity of $Owner$ to $Many (0 or more)$ on association linking $Car$ to $Owner$						74						26		26

		Tracey		Changed multiplicity of $Owner$ to $1 or more$ on association linking $Car$ to $Owner$						74						33		33

		Tracey		Changed multiplicity of $Car$ to $Many (0 or more)$ on association linking $Car$ to $Owner$						74						51		51

		Tracey		Maintenance		Request Confirmation				67		67				84		84

		Ken		Motivate		Encourage				84		84				63		63

		Tracey		Discuss		Doubt				46		46				26		26

		Ilya		Acknowledge		Accept				26		26				74		74

		Ilya		Task		Coordinate Group Activity				33		33				112		112

		Tracey		Inform		Suggest				51		51						14

		Ken		Motivate		Encourage				84		84						37

		Tracey		Acknowledge		Accept				63		63						37

		Ilya		Acknowledge		Accept				26		26						37

		Tracey		Edited attributes for class $Car$ - $model,year,$						74		74		KE-1f				37

		Tracey		Edited operations for class $Car$ - $$						74								47

										112		112						112

										A (Tracey): 1-37, B (Ilya) 38-74, C (Ken) 75-111, 112 is sequence terminator		A (Tracey): 1-, B (Ilya) 38-, C (Ken) 75-, 112 is sequence terminator						59

		Tracey		Inform		Suggest		Tracey		14		14				14		29

		Tracey		Edited attributes for class $Owner$ - $name$						37		37		KE-3d		37		28

		Tracey		Edited operations for class $Owner$ - $$						37						37		37

		Tracey		Edited attributes for class $Company$ - $,$						37		37		KE-3b		37		40

		Tracey		Edited operations for class $Company$ - $$						37						37		106

		Tracey		Edited attributes for class $Person$ - $age,address,$						37		37		KE-3a		47		37

		Tracey		Edited operations for class $Person$ - $$						37						112		84

		Tracey		Edited attributes for class $Bank$ - $$						37		37		KE-3c				112

		Tracey		Edited operations for class $Bank$ - $$						37								18

		Ilya		Motivate		Encourage				47		47						69

										112		112						16

										A (Ilya): 1-37, B (Tracey) 38-74, C (Ken) 75-111, 112 is sequence terminator		A (Ilya): 1-, B (Tracey) 38-, C (Ken) 75-, 112 is sequence terminator						19

		Tracey		Request		Justification		Ilya		59		59				59		40

		Ilya		Maintenance		Request Attention				29		29				29		58

		Ken		Stopped Drawing												28		14

		Ilya		Maintenance		Request Action				28		28				37		15

		Ilya		Edited attributes for class $Company$ - $$						37		37		KE-3b		40		88

		Ilya		Edited operations for class $Company$ - $$						37						106		42

		Tracey		Discuss		Agree				40		40				37		84

		Ken		Maintenance		Apologize				106		106				84		4

		Ilya		Edited attributes for class $Bank$ - $,$						37		37		KE-3c		112		68

		Ilya		Edited operations for class $Bank$ - $$						37								6

		Ken		Motivate		Encourage				84		84						15

										112		112						19

										A (Gregg): 1-37, B (Jon) 38-74, C (Mark) 75-111, 112 is sequence terminator

		Gregg		Inform		Assert		Gregg		18		18				18		46

		Jon		Maintenance		Apologize				69		69				69		14

		Gregg		Inform		Explain/Clarify				16		16				16		65

		Gregg		Request		Information				19		19				19		19

		Jon		Discuss		Agree				40		40				40		88

		Jon		Request		Clarification				58		58				58		46

		Gregg		Inform		Suggest				14		14				14		9

		Gregg		Inform		Elaborate				15		15				15		8

		Mark		Inform		Suggest				88		88				88		77

		Jon		Discuss		Offer Alternative				42		42				42		40

		Mark		Motivate		Encourage				84		84				84		28

		Gregg		Discuss		Disagree				4		4				4		63

		Jon		Maintenance		Listening				68		68				68		4

		Gregg		Discuss		Infer				6		6				6		68

		Gregg		Inform		Elaborate				15		15				15		23

		Gregg		Request		Information				19		19				19		93

		Jon		Discuss		Doubt				46		46				46		18

		Gregg		Inform		Suggest				14		14				14		46

		Jon		Maintenance		Request Action				65		65				65		52

		Gregg		Request		Information				19		19				19		4

		Mark		Inform		Suggest				88		88				88		51

		Jon		Discuss		Doubt				46		46				46		33

		Gregg		Discuss		Doubt				9		9				9		52

		Gregg		Discuss		Propose Exception				8		8				8		26

		Mark		Discuss		Agree				77		77				77		26

		Jon		Discuss		Agree				40		40				40		26

		Gregg		Maintenance		Request Action				28		28				28		69

		Jon		Acknowledge		Accept				63		63				63		88

		Gregg		Discuss		Disagree				4		4				4		3

		Jon		Maintenance		Listening				68		68				68		40

		Gregg		Request		Opinion				23		23				23		73

		Mark		Request		Information				93		93				93		109

		Gregg		Inform		Assert				18		18				18		112

		Jon		Discuss		Doubt				46		46				46		52

		Jon		Inform		Elaborate				52		52				52		60

		Gregg		Discuss		Disagree				4		4				4		14

		Jon		Inform		Suggest				51		51				51		34

		Gregg		Task		Coordinate Group Activity				33		33				33		37

		Jon		Inform		Elaborate				52		52				52		37

		Gregg		Acknowledge		Accept				26		26				26		63

		Gregg		Acknowledge		Accept				26		26				26		37

		Gregg		Acknowledge		Accept				26		26				26		26

		Jon		Maintenance		Apologize				69		69				69		68

		Mark		Inform		Suggest				88		88				88		14

		Gregg		Discuss		Agree				3		3				3		88

		Jon		Discuss		Agree				40		40				40		18

		Jon		Task		End participation				73		73				73		40

		Mark		Task		Summarize Information				109		109				109		30

										112		112				112		63

										A (Ken): 1-37, B (Helen) 38-74, C (Igor) 75-111, 112 is sequence terminator - THIS COLUMN INCLUDES JUNK

		Helen		Inform		Elaborate		Ken		52		52				52		30

		Helen		Request		Opinion				60		60				60		88

		Ken		Inform		Suggest				14		14				14		112

		Ken		Task		Propose Illustration				34		34				34		93

		Ken		Created new class $Owner$						37		37		KE-1a		37		26

		Ken		Deleted link connecting$Car loan$ to $Car$						37						37		100

		Ken		Deleted link connecting$Car$ to $Company$						37						63		64

		Ken		Added new association linking $Car loan$ to $Owner$						37		37		KE-2g		37		14

		Helen		Acknowledge		Accept				63		63				26		30

		Ken		Added new association linking $Company$ to $Owner$						37						68		40

		Ken		Added new association linking $Owner$ to $Car$						37		37		KE-1e		14		112

		Ken		Changed multiplicity of $Car$ to $Many (0 or more)$ on association linking $Owner$ to $Car$						37						88		51

		Ken		Acknowledge		Accept				26		26				18		26

		Helen		Maintenance		Listening				68		68				40		85

		Ken		Inform		Suggest				14		14				30		47

		Igor		Inform		Suggest				88		88				63		3

		Ken		Inform		Assert				18		18				30		112

		Helen		Discuss		Agree				40		40				88

		Ken		Maintenance		Request Confirmation				30		30				112

		Helen		Acknowledge		Accept				63		63

		Ken		Maintenance		Request Confirmation				30		30

		Igor		Inform		Suggest				88		88

										112		112

										A (Rikin): 1-37, B (Anima) 38-74, C (Salil) 75-111, 112 is sequence terminator

		Salil		Request		Information		Rikin		93		93				93

		Anima		Created new class $Car Loan$						74						26

		Rikin		Acknowledge		Accept				26		26				100

		Salil		Acknowledge		Accept				100		100				64

		Anima		Acknowledge		Reject				64		64				14

		Rikin		Inform		Suggest				14		14				30

		Rikin		Maintenance		Request Confirmation				30		30				40

		Anima		Discuss		Agree				40		40				112

										112		112

										A (Salil): 1-37, B (Anima) 38-74, C (Rikin) 75-111, 112 is sequence terminator

		Anima		Inform		Suggest		Salil		51		51				51

		Salil		Acknowledge		Accept				26		26				26

		Rikin		Motivate		Reinforce				85		85				85

		Anima		Motivate		Encourage				47		47				47

		Salil		Discuss		Agree				3		3				3

										112		112				112





Ineffective KS Episodes

										ACTIONS INCLUDED		ACTIONS OMITTED

		Student		Conversation Act/ Action		Attribute				A (Jin): 1-37, B (Andy) 38-74, C (Kim) 75-111, 112 is sequence terminator		A (Jin): 1-, B (Andy) 38-, C (Kim) 75-, 112 is sequence terminator		Task Element Code		Final Sequences		Concatenated Sequences

		Jin		Request		Opinion		Jin		23		23				23		23

		Kim		Created new class $Person$						111						83		83

		Kim		Created new class $Car$						111						57		57

		Kim		Discuss		Doubt				83		83				77		77

		Kim		Created new class $Car Loan$						111						16		16

		Kim		Started Drawing												32		32

		Kim		Created new class $Person$						111						112		112

		Kim		Created new class $Car$						111								28

		Kim		Created new class $Company$						111								60

		Jin		Created new class $bank$						37								14

		Jin		Created new class $bank$						37								105

		Kim		Created new class $Bank$						111								97

		Andy		Request		Elaboration				57		57						16

		Jin		Created new class $person$						37								63

		Kim		Discuss		Agree				77		77						112

		Andy		Edited attributes for class $Person$ - $Name$						74								23

		Andy		Edited operations for class $Person$ - $$						74								51

		Kim		Edited attributes for class $Person$ - $name,age,employer1 ID,employer2 ID,person ID,address$						111								28

		Kim		Edited operations for class $Person$ - $$						111								51

		Andy		Edited attributes for class $Company$ - $Name$						74								88

		Andy		Edited operations for class $Company$ - $$						74								40

		Andy		Edited attributes for class $Bank$ - $Name$						74								52

		Andy		Edited operations for class $Bank$ - $$						74								15

		Kim		Edited attributes for class $Car$ - $owner Id,vehicle type,owner type,model,year$						111								63

		Kim		Edited operations for class $Car$ - $$						111								112

		Jin		Inform		Explain/Clarify				16		16						45

		Jin		Maintenance		Apologize				32		32						60

										112		112						14

		Jin		Maintenance		Request Action		Jin		28		28				28		55

		Andy		Request		Opinion				60		60				60		14

		Jin		Inform		Suggest				14		14				14		32

		Kim		Maintenance		Listening				105		105				105		69

		Kim		Request		Opinion				97		97				97		25

		Jin		Inform		Explain/Clarify				16		16				16		112

		Kim		Changed multiplicity of $Person$ to $Many (0 or more)$ on association linking $Car Loan$ to $Person$						111						63		23

		Kim		Changed multiplicity of $Person$ to $Many (0 or more)$ on association linking $Car Loan$ to $Person$						111						112		46

		Andy		Acknowledge		Accept				63		63						17

										112		112						63

										A (Jon): 1-37, B (Gregg) 38-74, C (Mark) 75-111, 112 is sequence terminator

		Jon		Request		Opinion		Jon		23		23				23		28

		Gregg		Inform		Suggest				51		51				51		112

		Jon		Maintenance		Request Action				28		28				28		93

		Gregg		Inform		Suggest				51		51				51		26

		Mark		Inform		Suggest				88		88				88		8

		Gregg		Discuss		Agree				40		40				40		40

		Gregg		Inform		Elaborate				52		52				52		17

		Jon		Inform		Elaborate				15		15				15		85

		Gregg		Acknowledge		Accept				63		63				63		51

										112		112				112		112

										A (Jon): 1-37, B (Gregg) 38-74, C (Mark) 75-111, 112 is sequence terminator								14

		Gregg		Discuss		Propose Exception		Jon		45		45				45		23

		Gregg		Request		Opinion				60		60				60		56

		Jon		Inform		Suggest				14		14				14		83

		Gregg		Inform		Assert				55		55				55		51

		Jon		Inform		Suggest				14		14				14		93

		Jon		Maintenance		Apologize				32		32				32		34

		Gregg		Maintenance		Apologize				69		69				69		100

		Jon		Acknowledge		Appreciation				25		25				25		100

										112		112				112		100

										A (Rikin): 1-37, B (Anima) 38-74, C (Salil) 75-111, 112 is sequence terminator

		Rikin		Request		Opinion		Rikin		23		23				23		62

		Anima		Discuss		Doubt				46		46				46		62

		Rikin		Inform		Justify				17		17				17		68

		Anima		Acknowledge		Accept				63		63				63		100

		Rikin		Maintenance		Request Action				28		28				28		62

										112		112				112		99

										A (Salil): 1-37, B (Anima) 38-74, C (Rikin) 75-111, 112 is sequence terminator

		Rikin		Request		Information		Salil		93		93				93		30

		Salil		Acknowledge		Accept				26		26				26		99

		Salil		Discuss		Propose Exception				8		8				8		52

		Anima		Discuss		Agree				40		40				40		100

		Salil		Inform		Justify				17		17				17		73

		Rikin		Motivate		Reinforce				85		85				85		84

		Anima		Inform		Suggest				51		51				51		36

										112		112				112		84

										A (Rikin): 1-37, B (Anima) 38-74, C (Salil) 75-111, 112 is sequence terminator

		Rikin		Inform		Suggest		Rikin		14		14				14		112

		Rikin		Request		Opinion				23		23				23

		Anima		Request		Information				56		56				56

		Salil		Discuss		Doubt				83		83				83

		Rikin		Created new class $Account Number$						37						51

		Anima		Inform		Suggest				51		51				93

		Salil		Request		Information				93		93				34

		Rikin		Task		Propose Illustration				34		34				100

		Salil		Acknowledge		Accept				100		100				100

		Salil		Acknowledge		Accept				100		100				100

		Salil		Acknowledge		Accept				100		100				62

		Anima		Acknowledge		Appreciation				62		62				62

		Rikin		Edited attributes for class $Car Loan$ - $Interest Rate,Current Balance,$						37						68

		Rikin		Edited operations for class $Car Loan$ - $$						37						100

		Anima		Acknowledge		Appreciation				62		62				62

		Rikin		Added new association linking $Account Number$ to $Car Loan$						37						99

		Anima		Maintenance		Listening				68		68				30

		Rikin		Added new association linking $Account Number$ to $Person$						37						99

		Rikin		Added new association linking $Person$ to $Person$						37						52

		Rikin		Added new association linking $Account Number$ to $Company$						37						100

		Salil		Acknowledge		Accept				100		100				73

		Anima		Acknowledge		Appreciation				62		62				84

		Salil		Acknowledge		Appreciation				99		99				36

		Rikin		Maintenance		Request Confirmation				30		30				84

		Salil		Acknowledge		Appreciation				99		99				112

		Anima		Inform		Elaborate				52		52

		Rikin		Changed multiplicity of $Account Number$ to $Optional (0 or 1)$ on association linking $Account Number$ to $Person$						37

		Salil		Acknowledge		Accept				100		100

		Rikin		Changed multiplicity of $Account Number$ to $Optional (0 or 1)$ on association linking $Account Number$ to $Company$						37

		Anima		Task		End participation				73		73

		Salil		Motivate		Encourage				84		84

		Rikin		Task		End participation				36		36

		Salil		Motivate		Encourage				84		84

										112		112





All Data for X-Validation

		EFFECTIVE				INEFFECTIVE

		X-Validation Test Set #				X-Validation Test Set #

		1		60		8		23
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				28				112
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				52
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				112

		5		52

				60
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				14

				88
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				40

				30

				63

				30

				88

				112

		6		93
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				40

				112

		7		51
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				3

				112





HMM Results

		Results of 14-fold cross validation study										*** Correct Seq, for sets 1-7, is effective; Correct Seq for sets 8-14 is ineffective

		Test Set #		# Nodes		Viterbi MLE log (Correct Seq)						Average of 3 trials		Viterbi MLE log (Incorrect Seq)						Average of 3 trials		Diff

		1		3		-133.426		-135.138		-134.423		-134.087		-162.628		-165.205		-168.340		-163.650		29.563

				4		-132.667		-134.747		-137.910		-133.644		-166.492		-156.848		-169.000		-157.947		24.303

				5		-133.717		-143.812		-130.275		-131.342		-162.593		-158.793		-154.038		-155.128		23.785

				6		-133.853		-147.827		-144.747		-134.951		-169.520		-164.317		-173.199		-165.410		30.459

		2		3		-19.712		-21.543		-18.316		-19.162		-43.230		-40.927		-38.896		-39.860		20.698

				4		-20.541		-21.958		-20.255		-20.694		-39.152		-45.194		-37.660		-38.556		17.861

				5		-19.171		-24.892		-21.426		-20.167		-39.901		-44.791		-45.383		-40.988		20.820

				6		-21.056		-19.948		-19.730		-20.101		-44.129		-45.127		-39.866		-40.946		20.844

		3		3		-34.500		-31.825		-32.128		-32.332		-48.698		-48.888		-47.686		-48.275		15.943

				4		-33.409		-33.784		-26.809		-27.905		-49.117		-50.339		-48.284		-48.936		21.031

				5		-28.277		-27.099		-33.505		-27.928		-49.202		-46.428		-47.884		-47.267		19.339

				6		-32.391		-30.089		-28.761		-29.604		-54.448		-46.468		-46.963		-47.090		17.486

		4		3		-185.659		-186.001		-182.228		-183.273		-250.418		-252.476		-259.324		-251.396		68.124

				4		-182.306		-184.391		-179.005		-180.063		-255.845		-257.939		-256.996		-256.579		76.517

				5		-181.576		-180.628		-184.379		-181.382		-272.516		-260.310		-273.725		-261.408		80.026

				6		-184.411		-165.110		-171.896		-166.207		-255.538		-264.591		-261.296		-256.633		90.426

		5		3		-75.821		-72.905		-68.852		-69.933		-98.978		-95.932		-102.123		-96.982		27.050

				4		-70.626		-61.400		-66.024		-62.489		-95.192		-89.013		-101.862		-90.110		27.621

				5		-62.509		-66.721		-65.259		-63.532		-97.288		-93.871		-90.527		-91.589		28.057

				6		-64.932		-64.317		-69.853		-64.981		-102.279		-102.359		-94.906		-96.003		31.022

		6		3		-29.262		-25.955		-32.794		-27.017		-42.987		-35.962		-38.146		-36.953		9.936

				4		-27.716		-27.278		-29.992		-27.839		-38.418		-28.363		-41.335		-29.462		1.623

				5		-30.759		-29.771		-31.474		-30.428		-42.044		-36.094		-35.327		-36.044		5.615

				6		-33.343		-29.924		-28.700		-29.534		-42.073		-38.329		-41.187		-39.350		9.816

		7		3		-27.842		-28.096		-24.041		-25.101		-32.123		-25.359		-35.944		-26.456		1.355

				4		-21.503		-30.445		-29.028		-22.601		-30.034		-29.174		-29.732		-29.582		6.981

				5		-23.789		-29.762		-21.859		-22.822		-35.409		-29.581		-35.874		-30.675		7.853

				6		-26.589		-25.137		-27.369		-25.942		-36.270		-28.504		-34.854		-29.601		3.659

		8		3

				4		-35.234		-35.820		-41.288		-35.888		-37.045		-32.601		-40.440		-33.688		-2.201

				5		-40.562		-35.630		-39.135		-36.692		-41.802		-34.814		-39.983		-35.906		-0.786

				6		-38.275		-38.842		-40.714		-38.870		-37.985		-36.474		-35.932		-36.494		-2.376

		9		3

				4		-43.132		-40.120		-42.771		-41.105		-18.325		-18.627		-23.884		-18.868		-22.238

				5		-42.754		-41.451		-45.226		-42.292		-27.684		-18.692		-23.435		-19.782		-22.510

				6		-39.031		-40.938		-44.151		-39.986		-25.077		-24.941		-23.849		-24.460		-15.526

		10		3

				4		-47.926		-41.344		-35.138		-36.235		-26.779		-25.606		-25.073		-25.602		-10.633

				5		-47.783		-33.484		-45.874		-34.583		-30.396		-22.985		-24.540		-23.892		-10.691

				6		-38.752		-47.219		-47.221		-39.850		-23.278		-21.973		-27.764		-22.830		-17.020

		11		3

				4		-48.243		-41.252		-45.080		-42.328		-32.497		-31.523		-24.166		-25.264		-17.064

				5		-49.966		-52.259		-48.674		-49.508		-28.569		-29.444		-28.679		-28.829		-20.680

				6		-50.213		-48.561		-47.254		-48.073		-27.546		-20.037		-19.853		-20.346		-27.727

		12		3

				4		-31.092		-28.284		-26.430		-27.375		-15.035		-22.818		-13.659		-14.532		-12.843

				5		-34.902		-29.972		-29.634		-30.191		-14.270		-15.532		-16.591		-15.046		-15.146

				6		-27.289		-33.073		-26.384		-27.142		-11.023		-15.184		-12.754		-11.945		-15.197

		13		3

				4		-40.214		-33.149		-37.524		-34.234		-27.791		-27.752		-20.726		-21.823		-12.411

				5		-37.116		-39.578		-42.675		-38.129		-25.796		-26.337		-25.565		-25.850		-12.279

				6		-38.351		-38.350		-40.544		-38.702		-28.547		-18.546		-18.997		-19.152		-19.550

		14		3

				4		-136.096		-125.510		-131.804		-126.607		-161.479		-154.733		-155.592		-155.477		28.871

				5		-121.622		-137.547		-133.357		-122.721		-160.262		-154.527		-159.881		-155.617		32.896

				6		-124.168		-130.215		-131.199		-125.263		-161.587		-159.645		-160.508		-160.296		35.033

		Things to see in table below:

		1. Paired t-test using logs of path probabilities produces significant results (p< .025)

		2. Actual path probabilities differ by 10 orders of magnitude on average (range 1 to 39)

		3. Log of mean path probability for Uniform distribution suggests that these numbers, although small, are in the right range

		Test Set (1-7 effective, 8-14 ineffective)		Viterbi MLE Log(Prob) for Effective HMM		Viterbi MLE Log(Prob) for Ineffective HMM		Positive Diff of Logs		Actual Path Probabilities for Effective HMM		Actual Path Probabilities for Ineffective HMM		Sequence length (d)		Log of Mean Path Prob for Uniform Dist Ln[(1/b)^d]		Results of Using Correct Actions to determine effectiveness

		E1		-134.9513928739		-165.409987034		30.4585941601		2.46237815533482E-59		1.45665055769496E-72		30		-141.5549661389		Test Set #		# Correct Actions		Effective?		Match?

		E2		-20.101408803		-40.9457823164		20.8443735133		0.0000000019		1.64995721543936E-18		7		-33.0294920991		1		6		Yes		1

		E3		-29.6041368446		-47.0903248723		17.4861880278		0		3.53941719899072E-21		9		-42.4664898417		2		4		Yes		1

		E4		-166.2070833314		-256.6334418611		90.4263585297		6.56418565825926E-73		3.51165892579799E-112		49		-231.2064446935		3		2		Yes		1

		E5		-64.9808660841		-96.0030655628		31.0221994787		6.01406933085065E-29		2.02487575471527E-42		19		-89.6514785546		4		0		No		0

		E6		-29.5336764675		-39.3496269468		9.8159504793		0		8.14093246641846E-18		8		-37.7479909704		5		3		Yes		1

		E7		-25.9418728483		-29.600633185		3.6587603367		0		0		6		-28.3109932278		6		0		No		0

		I8		-38.8702322034		-36.4942390058		2.3759931976		1.31483920090811E-17		1.41499002568285E-16		7		-33.0294920991		7		0		No		0

		I9		-39.9862459724		-24.4602423495		15.5260036229		4.30718992297862E-18		0		8		-37.7479909704		8		0		No		1

		I10		-39.8497222305		-22.8296985678		17.0200236627		4.93725467728862E-18		0.0000000001		10		-47.184988713		9		0		No		1

		I11		-48.0727798972		-20.3456183943		27.7271615029		1.32512534595983E-21		0.0000000015		9		-42.4664898417		10		0		No		1

		I12		-27.1419441934		-11.9453519771		15.1965922162		0		0.0000064893		6		-28.3109932278		11		0		No		1

		I13		-38.7020776213		-19.1515916745		19.5504859467		1.55561187912906E-17		0.0000000048		8		-37.7479909704		12		0		No		1

		I14		-125.2628712395		-160.2956113505		-35.032740111		3.97215542327986E-55		2.42382085088547E-70		25		-117.9624717824		13		0		No		1

				paired t-test		mean		19.0054246117										14		0		No		1

						stdev		26.3201685438

						t		2.6035180145										Success Rate:		0.7857142857

								p=.018<.025

						For Path Prob (not log) - not sure if paired t-test works with numbers this small …

						mean		0.0000004641

						stdev		0.0000017342

						t		0.9649491778

								p<.25
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Effective test sequences

Ineffective test sequences

Viterbi MLE Log(Prob) for Effective HMM
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Viterbi MLE Log(Prob)

6 Node HMM Trained to Evaluate Effectiveness of KS Episode (14 Fold Cross Validation)
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