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Abstract

Subjectivity taggingis distinguishing sentences used to
present opinions and evaluations from sentences used to ob-
jectively present factual information. There are numerous ap-
plications for which subjectivity tagging is relevant, including
information extraction and information retrieval. This paper
identifies strong clues of subjectivity using the results of a
method for clustering words according to distributional simi-
larity (Lin 1998), seeded by a small amount of detailed man-
ual annotation. These features are then further refined with
the addition of lexical semantic features of adjectives, specif-
ically polarityandgradability(Hatzivassiloglou & McKeown
1997), which can be automatically learned from corpora. In
10-fold cross validation experiments, features based on both
similarity clusters and the lexical semantic features are shown
to have higher precision than features based on each alone.

Introduction
Subjectivityin natural language refers to aspects of language
used to express opinions and evaluations (Banfield 1982;
Wiebe 1994). Subjectivity taggingis distinguishing sen-
tences used to present opinions and other forms of subjectiv-
ity (subjective sentences) from sentences used to objectively
present factual information (objective sentences). This task
is especially relevant for news reporting and Internet forums,
in which opinions of various agents are expressed. There are
numerous applications for which subjectivity tagging is rele-
vant. Two examples are information extraction and informa-
tion retrieval. Assigning subjectivity labels to documents or
portions of documents is an example of a non-topical char-
acterization of information. Current information extraction
and retrieval technology focuses almost exclusively on the
subject matter of the documents. However, additional com-
ponents of a document influence its relevance to particular
users or tasks, including, for example, the evidential status
of the material presented, and attitudes adopted in favor of
or against a particular person, event, or position.1 A summa-
rization system would benefit from distinguishing sentences
intended to present factual material from those intended to
present opinions, since many summaries are meant to in-
clude only facts. In the realm of Internet forums, subjectivity
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1This point is due to Vasileios Hatzivassiloglou.

judgements would be useful for recognizing inflammatory
messages (“flames”) and mining on-line forums for reviews
of products and services.

To use subjectivity tagging in applications, good linguistic
clues must be found. As with many pragmatic and discourse
distinctions, existing lexical resources such as machine read-
able dictionaries (Procter 1978) and ontologies for natu-
ral language processing (NLP) (Mahesh & Nirenburg 1995;
Hovy 1998), while useful, are not sufficient for identifying
such linguistic clues, because they are not comprehensively
coded for subjectivity. This paper addresses learning subjec-
tivity clues from a corpus.

Previous work on subjectivity (Wiebe, Bruce, & O’Hara
1999; Bruce & Wiebe 2000) established a positive and statis-
tically significant correlation with the presence of adjectives.
Since the mere presence of one or more adjectives is useful
for predicting that a sentence is subjective, this paper uses
the performance of the simple adjective feature as a baseline,
and identifies higher quality adjective features using the re-
sults of a method for clustering words according to distribu-
tional similarity (Lin 1998), seeded by a small amount of de-
tailed manual annotation. These features are then further re-
fined with the addition of lexical semantic features of adjec-
tives, specificallypolarity andgradability (Hatzivassiloglou
& McKeown 1997), which can be automatically learned
from corpora. In 10-fold cross validation experiments, fea-
tures based on both similarity clusters and the lexical seman-
tic features are shown to have higher precision than features
based on each alone. The new adjective features are avail-
able on the Web at http://www.cs.nmsu.edu/˜wiebe.

In the remainder of this paper, subjectivity and previous
work on automatic subjectivity tagging are first described.
The statistical techniques used to create the new adjective
features are described next, starting with distributional sim-
ilarity, followed by learning gradable and polar adjectives.
The results are then presented, followed by the conclusions.

Subjectivity
Sentence (1) is an example of a simple subjective sentence,
and (2) is an example of a simple objective sentence:2

2Due to space limitations, this section glosses over some im-
portant distinctions involving subjectivity. The termsubjectiv-
ity is due to Ann Banfield (1982), though I have changed its



(1)
At several different layers, it’s a fascinating tale.
Subjective sentence.

(2)
Bell Industries Inc. increased its quarterly to 10 cents
from 7 cents a share.Objective sentence.

Sentences (3) and (4) illustrate the fact that sentences about
speech events may be subjective or objective:

(3)
Northwest Airlines settled the remaining lawsuits filed
on behalf of 156 people killed in a 1987 crash, but
claims against the jetliner’s maker are being pursued,
a federal judge said.Objective sentence.

(4)
“The cost of health care is eroding our standard of liv-
ing and sapping industrial strength,” complains Walter
Maher, a Chrysler health-and-benefits specialist.
Subjective sentence.

In (3), the material about lawsuits and claims is presented
as factual information, and a federal judge is given as the
source of information. In (4), in contrast, a complaint is pre-
sented. An NLP system performing information extraction
on (4) should not treat the material in the quoted string as
factual information, with the complainer as a source of in-
formation, whereas a corresponding treatment of sentence
(3) would be fine.

Subjective sentences often contain individual expressions
of subjectivity. Examples arefascinatingin (1), anderoding,
sapping, andcomplainsin (4). The following paragraphs
mention aspects of subjectivity expressions that are relevant
for NLP applications.

First, although some expressions, such as!, are subjective
in all contexts, many, such assappinganderoding, may or
may not be subjective, depending on the context in which
they appear. Apotential subjective elementis a linguistic el-
ement that may be used to express subjectivity. Asubjective
elementis an instance of a potential subjective element, in
a particular context, that is indeed subjective in that context
(Wiebe 1994).

Second, there are different types of subjectivity. This
work focuses primarily on three: positive evaluation (e.g.,
fascinating), negative evaluation (e.g.,terrible), and specu-
lation (e.g.,probably).

Third, a subjective element expresses the subjectivity of
a source, who may be the writer or someone mentioned in
the text. For example, the source offascinatingin (1) is the
writer, while the source of the subjective elements in (4) is
Maher. In addition, a subjective element has atarget, i.e.,
what the subjectivity is about or directed toward. In (1), the
target is a tale; in (2), the target is the cost of health care.
These are examples ofobject-centric subjectivity, which is
about an object mentioned in the text (other examples: “I

meaning somewhat to adapt it to this work. For references to
work on subjectivity, please see (Banfield 1982; Fludernik 1993;
Wiebe 1994).

love this project”; “The software is horrible”). Subjectiv-
ity may also beaddressee-oriented, i.e., directed toward the
listener or reader (e.g., “You are an idiot”).

There may be multiple subjective elements in a sentence,
possibly of different types and attributed to different sources
and targets. As described below, individual subjective ele-
ments were annotated as part of this work, refining previous
work on sentence-level annotation.

With colleagues, I am pursuing three applications in re-
lated work: recognizing flames, mining Internet forums
for product reviews, and clustering messages by ideologi-
cal point of view (i.e., clustering messages into “camps”).
There has been work on these applications: Spertus (1997)
developed a flame-recognition system that relies on a small
number of complex clues; Terveen et al. (1997) developed
a system that mines news groups for Web page recommen-
dations; Sack (1995) developed a knowledge-based system
for recognizing ideological points of view; and Kleinberg
(1998) discussed using hyperlink connectivity for this prob-
lem. Our approach is meant to supplement such approaches:
we are developing a repository of potential subjective ele-
ments to enable us to exploit subjective language in these
applications. This paper takes a significant step in that direc-
tion by demonstrating a process for learning potential sub-
jective elements from corpora.

Previous Work on Subjectivity Tagging
In previous work (Wiebe, Bruce, & O’Hara 1999; Bruce
& Wiebe 2000), a corpus of 1,001 sentences3 of the Wall
Street Journal Treebank Corpus (Marcuset al. 1993) was
manually annotated with subjectivity classifications. Specif-
ically, three humans assigned a subjective or objective la-
bel to each sentence. They were instructed to consider a
sentence to be subjective if they perceived any significant
expression of subjectivity (of any source), and to consider
the sentence to be objective, otherwise. The EM learn-
ing algorithm was used to produce corrected tags represent-
ing the consensus opinions of the judges (Goodman 1974;
Dawid & Skene 1979). The total number of subjective sen-
tences in the data is 486 and the total number of objective
sentences is 515.

In (Bruce & Wiebe 2000), a statistical analysis of the as-
signed classifications was performed, showing that adjec-
tives are statistically significantly and positively correlated
with subjective sentences in the corpus on the basis of the
log-likelihood ratio test statisticG2. The probability that a
sentence is subjective, simply given that there is at least one
adjective in the sentence, is 55.8%, even though there are
more objective than subjective sentences in the corpus.

An automatic system to perform subjectivity tagging was
developed as part of the work reported in (Wiebe, Bruce,
& O’Hara 1999). In 10-fold cross validation experiments
applied to the corpus described above, a probabilistic clas-
sifier obtained an average accuracy on subjectivity tagging
of 72.17%, more than 20 percentage points higher than a

3Compound sentences were manually segmented into their con-
juncts, and each conjunct is treated as a separate sentence.



baseline accuracy obtained by always choosing the more fre-
quent class. Five part-of-speech features, two lexical fea-
tures, and a paragraph feature were used. An analysis of the
system showed that the adjective feature was important for
realizing the improvements over the baseline accuracy.

Experiments

In this paper, the corpus described above is used, augmented
with new manual annotations. Specifically, given the sen-
tences classified as subjective in (Wiebe, Bruce, & O’Hara
1999), the annotators were asked to identify the subjective
elements in the sentence, i.e., the expressions they feel are
responsible for the subjective classification. They were also
asked to rate the strength of the elements (on a scale of 1 to
3, with 3 being the strongest). The subjective element an-
notations of one judge were used to seed the distributional
similarity process described in the next section.

In the experiments below, the precision of a simple pre-
diction method for subjectivity is measured: a sentence is
classified as subjective if at least one member of a set of ad-
jectivesS occurs in the sentence, and objective otherwise.
Precision is measured by the conditional probability that a
sentence is subjective, given that one or more instances of
members ofS appears. This metric assesses feature qual-
ity: if instances ofS appear, how likely is the sentence to be
subjective?

Improving Adjective Features Using Distributional
Similarity

Using his broad-coverage parser (Lin 1994), Lin (1998)
extracts dependency triples from text consisting of two
words and the grammatical relationship between them:
(w1, relation,w2). To measure similarity between two
wordsw1 andw1′, the relation-word pairs correlated with
w1 are identified and the relation-word pairs correlated with
w1′ are identified. A similarity metric is defined in terms
of these two sets. Correlation is measured using the mutual
information metric. Lin processed a 64-million corpus con-
sisting of news articles, creating a thesaurus entry for each
word consisting of the 200 words of the same part-of-speech
that are most similar to it.

The intuition behind this type of process is that words cor-
related with many of the same things in text are more simi-
lar. It is intriguing to speculate that this process might dis-
cover functional and pragmatic similarities. I hypothesized
that, seeded with strong potential subjective elements, Lin’s
process would find others, not all of which would be strict
synonyms of the seeds.

A challenging test was performed: in 10-fold cross valida-
tion experiments, 1/10 of the data was used for training and
9/10 of the data was used for testing. Specifically, the cor-
pus was partitioned into 10 random sets. For each training
seti, all adjectives were extracted from subjective elements
of strength 3, and, for each, the top 20 entries in Lin’s the-
saurus entry were identified. These are theseed setsfor fold
i (each seed set also includes the original seed). The seed
sets for foldi were evaluated on the test set for foldi, i.e.,

the entire corpus minus the 1/10 of the data from which the
seeds were selected.

As mentioned above, the precision of a simple adjective
feature is used as a baseline in this work, specifically the
conditional probability that a sentence is subjective, given
that at least one adjective appears. The average precision
across folds of the baseline adjective feature is 55.8%. The
average precision resulting from the above process is 61.2%,
an increase of 5.4 percentage points. To compare this pro-
cess with using an existing knowledge source, the process
was repeated, but with the seed’s synonyms in WordNet
(i.e., the seed’ssynset) (Miller 1990) in place of words from
Lin’s thesaurus entry. The performance is slightly better
with WordNet (62.0%), but the coverage is lower. When the
process below (which gives the best results) is applied using
the WordNet synsets, the resulting frequencies are very low.
While I believe WordNet is potentially a valuable resource
for identifying potential subjective elements, Lin’s thesaurus
entries appear better suited to the current process, because
they include looser synonyms than those in WordNet.

Some adjectives that have frequent non-subjective uses
are introduced by the above process. Thus, some simple fil-
tering was performed using the training set. For all seed sets
for which the precision is less than or equal to the precision
of the baseline adjective feature in the training set, the en-
tire seed set was removed. Then, individual adjectives were
removed if they appeared at least twice and their precision
is less than or equal to the baseline precision on the training
set. This results in an average precision of 66.3% on the test
sets, 7.5 percentage points higher than the baseline average.
The filtered sets are the ones used in the process below.

Refinements with Polarity and Gradability
Hatzivassiloglou and McKeown (1997) present a method for
automatically recognizing thesemantic orientationor polar-
ity of adjectives, which is the direction the word deviates
from the norm for its semantic group. Words that encode a
desirable state (e.g.,beautiful, unbiased) have a positive ori-
entation, while words that represent undesirable states have
a negative orientation.

Most antonymous adjectives can be contrasted on the ba-
sis of orientation (e.g.,beautiful–ugly); similarly, nearly
synonymous terms are often distinguished by different ori-
entations (e.g.,simple–simplistic). While orientation applies
to many adjectives, there are also those that have no orien-
tation, typically as members of groups of complementary,
qualitative terms (Lyons 1977) (e.g.,domestic, medical, or
red). Since orientation is inherently connected with evalua-
tive judgements, it is a good feature for predicting subjectiv-
ity.

Hatzivassiloglou and McKeown’s method automatically
assigns a+ or − orientation label to adjectives known to
have some semantic orientation. Their method is based on
information extracted from conjunctions between adjectives
in a large corpus—because orientation constrains the use of
the words in specific contexts (e.g., comparecorrupt and
brutal with *corrupt but brutal), observed conjunctions of
adjectives can be exploited to infer whether the conjoined
words are of the same or different orientation. Using a shal-



low parser in a 21 million word corpus of Wall Street Jour-
nal articles, they developed and trained a log-linear statisti-
cal model that predicts whether any two adjectives have the
same orientation with 82% accuracy. Combining constraints
among many adjectives, a clustering algorithm separates the
adjectives into groups of different orientations, and, finally,
adjectives are labeled positive or negative. Some manual an-
notation is required for this process.

Gradability is the semantic property that enables a word
to participate in comparative constructs and to accept mod-
ifying expressions that act as intensifiers or diminishers.
Gradable adjectives express properties in varying degrees
of strength, relative to a norm either explicitly mentioned
or implicitly supplied by the modified noun (for example, a
small planetis usually much larger than alarge house). This
relativism in the interpretation of gradable words also makes
them good predictors of subjectivity.

A method for classifying adjectives as gradable or non-
gradable is presented in (Hatzivassiloglou & Wiebe 2000).
A shallow parser is used to retrieve all adjectives and their
modifiers from a large corpus tagged for part-of-speech with
Church’s PARTS tagger (Church 1988). Hatzivassiloglou
compiled by hand a list of 73 adverbs and noun phrases
(such asa little, exceedingly, somewhat, andvery) that are
frequently used as grading modifiers. The number of times
each adjective appears modified by a term from this list is
a first indicator of gradability. Inflected forms of adjectives
in most cases indicate gradability. Thus, a morphological
analysis system was implemented to detect inflected forms
of adjectives, a second indicator of gradability. A log-linear
statistical model was developed to derive a final gradability
judgement, based on the two indicators above.

The work reported in this paper uses samples of adjectives
identified as having positive polarity, having negative polar-
ity, and being gradable. For each type, we have samples of
those assigned manually and samples of those assigned au-
tomatically. These samples were determined using a corpus
from the Wall Street Journal, but a different corpus from the
one used in the current paper. It is important to note that
these adjective sets are only samples. Others currently ex-
ist, and more could be produced by running the automatic
processes on new data.

Results and Discussion
Table 1 presents the results for the seed sets intersected with
the gradability and polarity sets (i.e., the lexical sets). De-
tailed information is given for the features involving the au-
tomatically generated lexical sets. Summary information is
given in the bottom of the table for the manually classified
lexical sets.

The test data for each fold is the entire data set minus
the data from which the seeds for that fold were selected.
The columns in the table give, in order from the left, the
fold number, the number of subjective sentences in the test
set (# Subj), the number of objective sentences (# Obj),
and the precision of the baseline adjective feature, i.e.,
p(subjective sentence| an adjective) (Adj). TheSeed-Freq
columns give the number of sentences in the test set that
have at least one member of a seed set for that fold and the

Seed-Preccolumns give:
p(subjective sentence| an adjective in the seed set). The
Lex-Freqcolumns give the number of sentences that have at
least one member of the indicated lexical set, e.g.,
Pol+,auto, and theLex-Preccolumns give:
p(subjective sentence| an adjective in that set). For the
S∩ L columns, the set is the intersection of the seed sets
for that fold and the lexical set. TheS∩ L-Freq andS∩
L-Prec columns are as above. TheAve diff lines give the
average difference across folds between the precisions of
the indicated sets.

For example, in the test set for Fold 1:

# Subj: there are 428 subjective sentences.

# Obj: there are 475 objective sentences.

Adj: the probability that a sentence is subjective, given an
adjective, is 55%.

Seed-Freq: 192 sentences contain a member of the seed set.

Seed-Prec: the probability that a sentence is subjective,
given an adjective in the seed set, is 58%.

Lex-Freq: 176 sentences contain an automatically identified
positive polarity adjective.

Lex-Prec: the probability that a sentence is subjective, given
such an adjective, is 59%.

S∩ L-Freq: 56 sentences contain an adjective that is both
in the seed set and in the set of automatically identified
positive polarity adjectives.

S∩ L-Prec: the probability that a sentence is subjective,
given such an adjective, is 71%.

The results are very promising. In all cases, the aver-
age improvement over the baseline of theS ∩ L features
is at least 9 percentage points. On average, the gradabil-
ity/polarity sets and the seed sets are more precise together
than they are alone (this information can be found in theAve
diff lines). There are many excellent individual results, es-
pecially among theGrad,autoandPol-,autosets intersected
with the seed sets. Only weak filtering of the original seed
sets was done using only the original training data. There
are more promising ways in which the various sets could be
filtered. For example, some of the data that is currently part
of the test set could be used to filter the sets (perhaps 3/10 of
the data might be used for training with 1/3 of the training
data used for seeding, and 2/3 used for filtering).

Conclusions and Future Work
Learning linguistic knowledge from corpora is currently
an active and productive area of NLP (e.g., (Lin 1998;
Lee 1999; Roothet al. 1999)). These techniques are of-
ten used to learn knowledge for semantic tasks. This pa-
per presents a case study of using such techniques to learn
knowledge useful for a pragmatic task, subjectivity tagging.

The results of a clustering method (Lin 1998), seeded by
a small amount of detailed manual annotation, were used to
develop promising adjective features. These features were
then further refined with the addition of lexical semantic



Pol+,auto Pol−,auto
Seed Lex S∩ L Seed Lex S∩ L

Fold # Subj # Obj Adj Freq Prec Freq Prec Freq Prec Freq Prec Freq Prec Freq Prec
1 428 475 55 192 58 176 59 56 71 192 58 75 73 18 61
2 433 469 55 148 64 181 60 53 70 148 64 78 73 14 64
3 444 456 56 86 62 180 60 34 65 86 62 78 74 5 80
4 439 463 56 57 70 178 62 29 69 57 70 77 75 70 71
5 436 465 56 166 63 181 60 52 65 166 63 72 76 10 90
6 443 458 56 133 57 183 60 65 62 133 57 75 75 17 65
7 437 464 56 128 66 181 60 47 70 128 66 76 76 12 75
8 442 459 56 226 60 178 61 58 64 226 60 66 73 18 83
9 439 463 56 147 63 183 61 42 62 147 63 73 73 3 67
10 443 463 56 106 70 179 61 40 68 106 70 68 75 9 89
AVE: 55.8 139 63.3 180 60.4 47.6 66.6 139 63.3 73.8 74.3 11.3 74.5

Ave diff from Adj to (S∩ L): 10.8 Ave diff from Adj to (S∩ L): 18.7
Ave diff from Seed to (S∩ L): 3.3 Ave diff from Seed to (S∩ L): 11.2
Ave diff from Lex to (S∩ L): 6.2 Ave diff from Lex to (S∩ L): 0.2

Pol−+,auto Grad,auto
Seed Lex S∩ L Seed Lex S∩ L

Fold # Subj # Obj Adj Freq Prec Freq Prec Freq Prec Freq Prec Freq Prec Freq Prec
1 428 475 55 192 58 235 63 73 68 192 58 37 68 8 75
2 433 469 55 148 64 243 64 67 69 148 64 37 68 18 78
3 444 456 56 86 62 242 64 39 67 86 62 46 65 10 70
4 439 463 56 57 70 238 66 36 69 57 70 43 67 11 82
5 436 465 56 166 63 238 64 61 69 166 63 43 70 20 85
6 443 458 56 133 57 242 64 79 62 133 57 41 68 12 83
7 437 464 56 128 66 241 65 59 71 128 66 41 68 18 83
8 442 459 56 226 60 233 64 74 68 226 60 39 72 11 82
9 439 463 56 147 63 241 64 45 62 147 63 39 64 23 70
10 443 463 56 106 70 232 65 49 71 106 70 36 72 16 88
AVE: 55.8 139 63.3 238.5 64.3 58.2 67.6 139 63.3 39.6 68.2 14.7 79.6

Ave diff from Adj to (S∩ L): 11.8 Ave diff from Adj to (S∩ L): 23.8
Ave diff from Seed to (S∩ L): 4.3 Ave diff from Seed to (S∩ L): 16.3
Ave diff from Lex to (S∩ L): 3.3 Ave diff from Lex to (S∩ L): 11.4

Pol+,man: Ave diff from Adj to (S∩ L): 09.1 Ave diff from S to S∩ L: 01.6 Ave diff from L to (S∩ L):03.6
Pol−,man: Ave diff from Adj to (S∩ L): 20.3 Ave diff from S to S∩ L: 12.8 Ave diff from L to (S∩ L): 09.1
Grad,man: Ave diff from Adj to (S∩ L): 13.1 Ave diff from S to S∩ L: 05.6 Ave diff from L to (S∩ L): 06.3
Key:
Pol+: positive polarity.Pol−: negative polarity.Grad: gradable.
Man: manually identified.Auto: automatically identified.
# Subj: number of subjective sentences.# Obj: number of objective sentences.
Adj : precision of adjective feature.Seed: seed sets.Lex : the lexical feature set, e.g., Pol+,auto.
S∩ L : seed sets∩ the lexical feature set.

Table 1: Subjectivity Predictability Results



features of adjectives, specificallypolarity andgradability
(Hatzivassiloglou & McKeown 1997), which can be auto-
matically learned from corpora. The results are very promis-
ing, showing that both processes have the potential to im-
prove the features derived by the other one.

The adjectives learned here are currently being incorpo-
rated into a system for recognizing flames in Internet fo-
rums. In addition, we plan to apply the methods to a cor-
pus of Internet forums, to customize knowledge acquisition
to that genre. This will include deriving a new thesaurus
based on distributional similarity, reapplying the processes
for identifying gradable and polar adjectives, and annotating
subjective elements in the new genre, from which seeds can
be selected.
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