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Approximations as 
optimizations

Approximation as an optimization
Idea: 
• Assume we have the distribution P(x) that can be represented 

compactly, but inference is not efficient
• Assume we have a class of distributions Q(x) that are easier to 

work with in inferences
• Objective: We want to find Q(x) which is the best 

approximation of P(x) and use Q(x) to make inferences

• How to define what is the best Q(x) ?
• The distance in between two distributions is measured by a 

relative entropy (Kullback-Leibler divergence) 
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KL divergence
KL divergence:

Asymmetric measure:  
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Assume:

Helmholz Free energy
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Assume:

Helmholz free energy
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Helmholz free energy

∏
∈

=
cliquesc

cc xZ
xP )(1)( φ )(xQ

Helmholz free energy 

)(log)()(log)()log()|( xQxQxxQZPQD
xx cliquesc

xc ∑∑ ∑ +







−+=

∈

φ

)(log)()(log)()|(log xQxQxxQPQDZ
xx cliquesc

cc ∑∑ ∑ −







+=

∈

φ

)(),(),( QHQPEQPF Q−=
energy entropy

and

)(log)()(log)(),( xQxQxxQQPF
xx

ccc
cliquesc c

∑∑∑ +−=
∈

φ

)(log)()(log)()|(log xQxQxxQPQDZ
xx

ccc
cliquesc c

∑∑∑ −+=
∈

φ



CS 3710 Probabilistic graphical models

Assume:

Increase the distance increase the HF energy
Decrease the distance decrease the HF energy

Helmholz free energy
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Assume:

Increase the distance increase the HF energy
Decrease the distance decrease the HF energy

The problem of finding the best Q(x) approximating P(x) can 
be cast as the problem of minimizing the HF energy F(Q,P)

• Note that -F(P,Q) is a lower bound of log Z

Helmholz free energy
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Approximations: 
• we want to find Q(x) optimizing F(P,Q)

• Solution: variational approximations
– Tractable approximations of the Helmholz free energy

• Two solution methods:
1. Approximate                                                     
2. Choose a simpler form of Q that is easy to work with

Optimization of free energy
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Goal: Approximate 

• Kikuchi approximation:

where are properly normalized
and

Kikuchi approximation
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• Kikuchi approximation:

where are properly normalized
and

• Normalization conditions:  
– For all subsets γ’ ⊂ γ it holds:

– For all clusters γ it holds: 

Kikuchi approximation
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• Kikuchi approximation:

where are properly normalized
and

• Moebius (overcounting) number:  

Kikuchi approximation
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Goal: Approximate 
• Kikuchi approximation:

• Bethe approximation (overlaps restricted to disjunct 
subsets, typically singletons)                                  

Bethe approximation
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Approximations: 
• we want to find Q(x) optimizing F(P,Q)

Solution 2: 
Choose a simpler form of Q that is easy to work with

• Example: a mean field approximation

If      is binary than                            and  

Optimization of free energy
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Mean Field approximation
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Task: find                                    maximizing  F(P,Q)

such that   

Mean Field approximation
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Solving: build a Lagrangian, differentiate and set to 0 !
- Leads to mean field equations that are iteratively solved
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Task: find                                    maximizing  F(P,Q)

such that   

Mean Field approximation
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Solving: build a Lagrangian, differentiate set to 0 !
- Leads to mean field equations that are solved iteratively
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Example of an exact inference:
• Assume a cluster tree

Optimization of free energy
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Example of an exact inference:
• Assume a cluster tree

Optimization of free energy
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• .

Belief propagation: messages and potentials
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• Assume a cluster tree and potentials at the end of the 
belief propagation

Belief propagation
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• Assume a cluster tree and potentials at the end of the 
belief propagation

Optimization of free energy
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• Assume a cluster tree and potentials at the end of the 
belief propagation

Optimization of free energy
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Example of an exact inference:
• Assume a Kikuchi approximation

Optimization of free energy
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Why ?  Substitute Q(x) to the F(P,Q) !!
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Example of an exact inference:
• Assume a Kikuchi approximation

Optimization of free energy

)(log)()(log)(

)(log)(),(~

ξ
ξ

ξξ
ξ

φ

xQxQuxQxQ

xxQQPF

overlaps x
c

cliquesc
c

x

x
ccc

cliquesc

c

c

∑ ∑∑ ∑

∑∑

∈∈

∈

++

+−=

)(log)()(log)(

)(log)(),(~ 0

ss
overlapss

ss
x

cc
cliquesc

cc
x

x
cccc

cliquesc

xxxx

xxQPF

sc

c

µµππ

ππ

∑ ∑∑ ∑

∑∑

∈∈

∈

−+

+−=

),(),(~ QPFQPF =

Why ?  Substitute Q(x) to the F(P,Q) !!

Note: Overlaps on disjoint 
subsets are equal to 
the Bethe approximation
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Example of an exact inference:

Optimization of free energy
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Optimization:

Optimization of free energy
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