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Abstract—In this paper, we propose an optical communication
structure for multiprocessor arrays which exploits the high com-
munication bandwidth of optical waveguides. The structure takes
advantage of two properties of optical signal transmissions on
waveguides, namely unidirectional propagation and predictable
propagation delays per unit length. Because of these two prop-
erties, time-division multiplexing of messages has the same effect
as message pipelining on optical waveguides. Two time-division
multiplexing approaches are proposed and the combination of the
two is used in the design of the optical communication structure.
Analysis and simulation results are given to evaluate the commu-
nication effectiveness of the system. A clock distribution method
is also proposed to address potential synchronization problems.
Finally, feasibility issues with current and future technologies are
discussed.

Index Terms—clock distribution, coincident pulse addressing,
optical communications, pipelining, reservation scheme, time-
division multiplexing, waveguide connections.

I. INTRODUCTION AND BACKGROUND

PTICAL interconnections for communication networks
Oand multiprocessor systems including both free-space
(3], [71, [9], [11], [14] and guided wave [12], [18], [29], [31],
[37] approaches have been studied extensively in the literature.
In this paper, we propose a waveguide interconnection Sys-
tem with time-division communication. Readers are referred
to [8], [13], [35], [39] for other classes of interconnection
systems with space-division, wavelength-division and hybrid
(or multiple) communications.

Time-division communication is especially useful in sys-
tems with optical interconnections where high communication
bandwidth can be exploited. Optical pulse transmissions on
a single-mode waveguide have two distinct properties that
are not shared by electronic signal transmissions, namely
unidirectional propagation and predictable propagation delays
per unit length. The second property states that the propagation
delay is directly proportional to the length of a fiber. Various
effects on the propagation delay are discussed in [5] and [30].
It has been found that the dominant effect is the change in
temperature and that effects due to dispersion and polarization
losses are negligible. The variability of the propagation delay
in the fiber versus temperature is on the order of 40 ps/km-C°
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for a single-mode fiber at 1300 nm. This represents a very
minor variation in effective optical path length.

In a multiprocessor system connected with an optical wave-
guide (or bus), relationships between the spatial and temporal
positions of transmitted pulses can be established. For ex-
ample, if two processors transmit a pulse on the waveguide
at the same time, the difference between arrival times of
these two pulses at any checkpoint downstream, is equal to
the propagation delay between the two processors. In other
words, the spatial separation of the two processors determines
the temporal separation between the pulses they transmit.
By arranging spatial separations and controlling transmission
(or receiving) times of processors, time-division multiplexing
(demultiplexing) can be done without using multiplexors (or
demultiplexors).

Several time-division switching approaches can be applied
in a multiprocessor system connected by optical buses. In the
first approach, each processor is assigned a fixed time slot and
transmits or receives a message during that particular time slot.
A sequence of time slots formed on the transmitting segment
of a bus is rearranged via a time-slot interchanger [26],
[29], [34] and then forwarded to the receiving segment. Each
time slot of the output sequence contains a message destined
to the processor corresponding to that slot. In the second
approach, each processor is assigned a fixed transmitting time
slot. A sequence of time slots formed on the transmitting
segment is directly forwarded to the receiving segment without
interchanging the time slots. Instead of assigning a fixed
receiving time slot to each processor, a SIMD environment
is assumed where each processor knows which processor
is sending a message to it and therefore knows the time
slot that contains the message. Since there is a one-to-one
mapping between a source processor and a time slot, we call
this approach time-division source-oriented multiplexing (or
TDSM). It has also been referred to as bus pipelining in [12]
and [21].

TDSM may also be applied in a non-SIMD environment,
where the source processors are not known to the destination
processors. In this case, each message should contain address
information so that each processor will be able to receive
messages upon address decodings. Another approach, which
is also applicable in a non-SIMD environment, assigns a
fixed receiving time slot to each processor. Each message
is transmitted during the receiving time slot assigned to its
destination processor. Since there is a one-to-one mapping
between a destination processor and a time slot, we call
this approach time-division destination-oriented multiplexing
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Fig. 1. A. linear optical bus system of N processors.

(or TDDM). Since each destination only has one dedicated
receiving time-slot, contention can occur if several sources
want to send messages to the same destination. One way to
ensure exclusive access of a time-slot is to use a reservation
scheme.

In this paper, we will discuss TDSM and TDDM approaches
and apply the combination of these two in our system design.
We use coincident pulse techniques [4], [18], [28] to encode
address information that is contained in messages. In order
to explain coincident pulse addressing, we consider a linear
system of N processors which are connected by an optical bus
as shown in Fig. 1. Each processor transmits on the upper half
segment of a bus and receives from the lower half segment.
The optical bus consists of three identical waveguides, one
for carrying messages (the message waveguide) and two for
carrying address information (the reference waveguide and the
select waveguide). Messages are organized as message frames,
which have a certain fixed length.

Let w be the pulse duration in seconds, and let ¢, be the
velocity of light in these waveguides. Define a unit delay to
be the spatial length of a single optical pulse, that is w X cp.
Initially, processors are connected to these three waveguides
such that between any two given processors, the same length of
fiber is used on all three waveguides. Hence, the propagation
delays between two processors are the same for all three
waveguides. We then add one unit delay, shown as a loop
in Fig. 2, between any two processors on the receiving (lower
half) segments of the reference waveguide and of the message
waveguide. Each loop is an extra segment of a fiber and the
amount of delay added can be accurately chosen based on
the length of the segment [30]. As a result, the propagation
delays on the receiving segments of the select waveguide and
the reference waveguide are no longer the same. Fig. 2(a)
shows the receiving segments of the select waveguide and
the reference waveguide. For the purpose of simplicity, the
transmitting segments of these waveguides, which do not have
added delays, have been omitted from the figure. The message
waveguide resembles the reference waveguide and is also
omitted. Note that, in general, any amount of delay that is
a multiple of the pulse width may be added between two
adjacent processors. However, adding unnecessary amount of
delay does increase the end to end propagation time on the
waveguide.

A source processor sends a reference pulse and a select pulse
at appropriate times, so that after these two pulses propagate
through their corresponding waveguides, a coincidence of the
two occurs at the desired destination. The source processor
also sends a message frame which propagates synchronously
with the reference pulse. Whenever a processor detects a
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coincidence of a reference pulse and a select pulse, it reads
the message frame. More specifically, Let t..y be the time
when processor ¢ transmits its reference pulse and t.(j) be
the time when it transmits a select pulse. These two pulses
will coincide at processor j if and only if

tsel(j) =trest+1J 1y

where 0 < 4,5 < N. This means that for a given reference
pulse transmitted at time t,.s, the presence of a select pulse
at time ¢,y + 7 will address processor 7 while the absence of
a select pulse at that time will not. In essence, the address of a
destination processor is unary encoded by the source processor
using the relative transmission time of a reference pulse and
a select pulse.

Call the duration of each pulse, w, a pulse slot. A sequence
of pulse slots on the select waveguide, each with either the
presence or the absence of a select pulse relative to a given
reference pulse, is called an address frame. Fig. 2(b) shows a
snapshot of a reference pulse and an address frame just after
they have been transmitted. At the transmission time, the select
pulse is 7 units behind the reference pulse. Since the reference
pulse will be delayed by one unit each time it propagates
through a processor on the receiving segment of the reference
waveguide, these two pulses will coincide at processor j.

Note that, in order for the above scheme to work, it is
necessary to ensure that, between any two adjacent processors,
propagation delay on the receiving segment of the reference
waveguide is a unit delay longer than that of the select
waveguide. It is not necessary, however, to have the same
propagation delays between any two processors on either one
of the waveguides. For the purpose of simplicity, however,
we will assume that all processors are equally apart on any
waveguide in terms of their spatial separations determined by
the fiber length. The tolerance of the coincident pulse address-
ing mechanisms to minor variations in the fiber length, the
diameter and other optical properties of all three waveguides
depends on the transmission rate. Experiments have shown
that at 250 MHz, synchronization errors up to one half of the
pulse width can be tolerated among the reference and the select
pulses without causing errors in the detection of coincident
pulses [5].

With the above unary addressing, an address frame contains
N pulse slots and is essentially a time-multiplexed sequence of
pulse slots, each corresponding to a destination processor. As
the address frame propagates through the receiving segment
of the bus, demultiplexing of each pulse slot is performed
with respect to a reference pulse via unit delays added on
the reference waveguide. Address decoding, which could be
a bottleneck with traditional addressing mechanisms, is done
through the detection of a coincidence at the destination.

Define a packet to be a collection of information including
a message frame, an address frame and a reference pulse.
Let P be the length of a packet in time units and D be
the spatial separation of any two adjacent processors on an
optical bus. Because an address frame length is N time units,
we have the condition P > N. With TDSM communication,
if all processors transmit packets simultaneously, then the
condition D > P has to be satisfied in order to prevent packet
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Fig. 2. Unary addressing using coincident pulse techniques. (a) The receiving segments of the
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Fig. 3. System configuration of the ASOS.

overlappings. This condition, together with the condition that
P > N, limits the system size N. In addition, the address
frame length could be longer than the message frame length if
N is large, resulting in inefficiency. Another factor that limits
the system size relates to the power distribution. Specifically,
the system size is limited by the minimum power that can be
detected at the last processor in a linear system [5].

Because of these shortcomings in a linear system, we
propose a two-dimensional n x n array called ASOS for
Array structure with Synchronous Optical Switches. Note that,
a synchronous optical hypergraph architecture proposed for
computer network environments has been studied in [24].
Our communication structure, on the other hand, is proposed
for multiprocessor communications. In Section II, we present
the system configuration of the proposed ASOS. We also
show how communication in the ASOS is done with TDDM,
TDSM and the combination of the two. In Section III, we
describe three reservation schemes for resolving time-slot
contention in TDDM communication. In Section IV, we give
analysis and simulation results that relate to communication
effectiveness of the system. In Section V, we address the

potential synchronization problem and propose a global clock
distribution model as it relates to the packet size limitation.
And finally in Section VI, we determine the merits of the
design and conclude the paper.

II. ARRAY STRUCTURE WITH
SYNCHRONOUS OPTICAL SWITCHES

A. System Configuration

The communication structure of an Array structure with
Synchronous Optical Switches (or ASOS) is shown in Fig. 3.
Processors shown may be just communication coprocessors
that serve as interfaces between host processors and optical
buses. These processors are connected with a set of folded
horizontal (row) buses and vertical (column) buses, each
consisting of three waveguides as in a linear system. All row
buses are assumed to be identical, so are all column buses.
During the course of the following presentation, rows are
numbered from top to bottom and columns and processors
are numbered from left to right.
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Fig. 4. Switch connections and its two states. (a) Switch connections.
(b) Two switch states.

A processor can transmit on the upper segment of a row
bus while receiving from the lower segment of a row bus
and the right segment of a column bus concurrently. As
shown in Fig. 3, an electro-optical switch is placed at each
intersection of the lower segment of a row bus and the left
segment of a column bus. The switch connects a row and a
column bus as shown in Fig. 4(a). Each switch is a 2 x 2
electronically controlled optical device [1], [2], [32], which
can be in one of the two states: straight or cross, as shown
in Fig. 4(b). If a switch is in the straight state, a message
packet propagating on a row bus will continue propagating on
it. However, if a switch is in the cross state, a message packet
propagating on a row bus will be switched over to a column
bus. With the presence of all-optical data paths and electronic
processors in the ASOS, conversions between optical signals
and electronic signals by processors are needed. However,
optical data can be transmitted on all-optical paths without
intermediate conversions. By concurrenterizing optical data
transmission and electronic signal processing, high bandwidth
of optical paths may be attained.

A global clock is used for synchronization purposes and it
is assumed that all processors and switches receive identical
copies of the synchronization clock. How synchronizations
can be retained without the above assumption is discussed in
Section V. Note that host processors may execute at their own
paces and submit messages to the communication structure,
which delivers these messages under synchronized control.

B. Row And Column Communications

Communications between processors at the same row, which
we call row communications, use each row bus for transmitting
and receiving messages with switches set to the straight state.
Since packets can not be transmitted directly on column buses,
communications between processors at different rows, which
we call column communications, use both row and column
buses with switches connecting them set to the cross state.
Row communications and column communications alternate,
in what we call row phases and column phases, respectively.
Switches alternate their two states accordingly. All switches
are set to the same state simultaneously.

Let the optical path length between any two adjacent proces-
sors (or two adjacent switches) on a row bus be D units long.
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In order to allow simultaneous transmissions or switchings of
packets without overlappings, we require D > P. We further
let the folded optical path length on a row bus be D units (see
Fig. 5). Defining T to be the end-to-end propagation delay
of a row bus, we have T = (2n — 1)D. Similarly, let the
optical path length between two adjacent processors (or two
adjacent switches) on a column bus be also D units long and
the end-to-end propagation delay of a column bus be T units.

Time-division multiplexing in the ASOS can be best ex-
plained using the train loading model described below. Each
time-slot is P units long and is called a packet slot (PS).
Imagine that a train of n packet slots is originated on a
row bus, as shown in Fig. 5. When the beginning of the
train is at processor n, a communication phase begins. Packet
slots in a train are numbered as n,n — 1,---,1 from left to
right. Two adjacent packet slots in a train are separated by
D units. That is, there is a gap of D — P units between
two slots. We call a train originated at the beginning of a
row phase or a column phase a row train, or a column train,
respectively. Note that column buses, switches and taps are
omitted from the figure. Further, a row or a column train
should be regarded as three separate trains on the message,
select and reference waveguides, respectively. Nevertheless,
when there is no confusion, we will view these three trains as
one on either a row or a column bus.

Assume that a train is originated at the beginning of a
communication phase (at time to). Let P_Arr(i, p) be the time
that the PS; arrives at processor p on the upper segment of
the bus. We have

P_Arr(i,p) =to+ (n—i)D+ (n —p)D
=to+T—-(t+p—-1)D. (2.1)

The TDSM is used in a row phase. Each PS; in a row
train is assigned as a transmitting slot to processor 7. Each
processor can send out one packet during each row phase
and each packet contains unary coincident pulse addressing
information. More specifically, let ¢o be the time when a row
phase begins. processor 7 transmits a packet, if it has one, at
time P_A7r(i,4). That is, as the train propagates through the
upper segment of a row bus, processor ¢ loads P.S; with its
packet.

One advantage of using TDSM is that a processor can
receive more than one message frame in a single row phase,
a capability which is usually referred to as m-to-1 communi-
cation. Another advantage with TDSM is that a processor can
send out a message frame to several destinations in a single
row phase efficiently, a capability which is usually referred
to as multicasting, This is done by multiplexing several select
pulses, each corresponding to one destination, in an address
frame [18], [28].

Since a train is nD units long, the last packet slot of the
train, namely P.S,, passes by processor n on the upper segment
at the time ¢y + nD. At that time, the row phase ends and
a column phase begins with a column train originated. In a
column phase, TDDM is used. Each PS; of a column train
is assigned as a receiving slot to the ith switch at a row bus.
That is, a packet transmitted during PS; is to be switched to
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Fig. 5. A train of n packet slots when originated.
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column bus 7. If more than one processor wants to send packets
to the same column bus, packet slot contention will occur.
Such contention is resolved by using packet slot reservation
schemes, which will be described in Section III. For now,
assume that reservations of every packet slot have been done
and therefore only one processor will transmit a packet during
any specific packet slot. Note however, that a processor could
send several packets, each to a different column bus, if it has
reserved the corresponding packet slots.

During a column phase, each processor loads packet slots
that it has reserved while the train propagates through the
upper segment of a row bus. More specifically, if processor
p has reserved PS;, it will transmit a packet which is to be
switched to the column bus ¢ at time P_Arr(i,p). T units
after a column phase begins, each packet slot of a column
train will arrive at its corresponding switch simultaneously as
shown in Fig, 6. Every switch is set to the cross state for
P units to switch a packet over to a column bus with which
the destination processor of the packet is connected. That is,
if a column phase begins at time ¢;, then all switches will
be in the cross state during the time period from ¢; + T to
t1+ T+ P. Note that, we have assumed a negligible switching
time. In reality, the switching time ranges from a few hundreds
of picoseconds to a few nanoseconds [32). If S is the time
needed for a switch to change from one state to the other, it
is sufficient to let D = P + S and let switches start switching
to the cross state at the time ¢; + 7 — S. Each switch will stay
in the cross state for only P units and start switching to the
straight state at the time ¢, + 7' + P. Note that, in a non-SIMD
environment, TDDM has the advantage of timely and orderly

delivering messages to passive destinations, such as switches,
without address information.

Before a column train is switched, a new row phase begins.
A column phase ends as soon as the last packet slot of a
column train, namely PSS, passes by processor n on the upper
segment. That is, a column phase also takes nD unit time.
A row train will be originated and propagating on the upper
segment while a column train is propagating on the lower
segment. Note that the beginning of PS,, of the row train is
also D — P units away from the end of PS; of the preceding
column train. Therefore, even with non-negligible switching
time 5, all switches can be set back to the straight state while
the row train propagates on the lower segment of a bus.

When switches on a row bus are set to the cross state,
switches at other row buses are also set to the cross state
simultaneously. Since two adjacent switches on a column bus
are D units apart, packet switched from different row buses
will not overlap with each others on a column bus. Rather,
these packets will form a train on the left segment of a column
bus as shown in Fig. 7. As described earlier, a switch will stay
in the cross state for only P units. After packets are switched
onto a column bus, a switch is set to the straight state for the
next T units until the next column train needs to be switched.
By that time, however, all packets of the previous column
train will have already passed through the left segment of the
column bus. Therefore, no packets on any column bus will be
switched back to a row bus even if switches will be set back
again to the cross state.

Every packet contains an address frame encoded using
coincident pulse techniques and a coincidence will occur at
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the destination processor, as will be described in the next
subsection. In essence, TDDM is used to switch a packet
onto a proper column bus and the destination processor on
that column bus is then addressed using the coincident pulse
techniques.

C. Coincident Pulse Addressing

As mentioned in the previous section, coincident pulse
addressing is used in both row and column communications.
Each row bus is similar to a bus used in a linear system [refer
to Fig. 1 and Fig. 2(a)]. Each column bus can be viewed as
a row bus rotated 90° degree anticlockwise. That is, on the
right (receiving) segment of a column bus, one unit delay is
added between any two adjacent processors on the message
waveguide and the reference waveguide.

A packet in a row train propagates only on a row bus, that is,
its reference pulse will encounter added delays only on the row
bus. To cause a coincidence of the reference pulse and a select
pulse at processor j of that row bus, the relative transmission
times of the two pulses should satisfy the same equation as
(1.1). A packet in a column train, however, propagates on a
row bus and then a column bus. A reference pulse of such a
packet will encounter additional unit delays on the right half
segment of that column bus before arriving at a destination
processor. More specifically, if a packet in a column train is
destined to a processor at row ¢ and column j, its reference
pulse will first encounter j added unit delays on a row bus and
then n — ¢ added unit delays on a column bus. Therefore, to
cause a coincidence of the reference pulse and a select pulse
at that destination, the relative transmission times of these two
pulses should satisfy the following equation:

toel = tres +J + (0 —1). 2.2)
Since we have 1 < j + (n — ) < 2n — 1, the length of

reservation waveguide —<¢«—

Fig. 8. A reservation waveguide in the ASOS.

an address frame should be 2n — 1 units long and therefore
D > P > 2n — 1. However, according to (1.1), we have
1 £ tser — tres < m. That is, in row communications, address
information can be fit into n pulse slots. Therefore, any address
frame of a row train will have n — 1 unused pulse slots.

III. PACKET SLOT RESERVATION SCHEME

As mentioned earlier, when loading a column train using
TDDM, reservations are required to resolve packet slot con-
tention. Reservations can be made concurrently with message
transmission using separate folded waveguides, called reser-
vation waveguides, one at each row, as shown in Fig. 8.
Each processor transmits on the upper segment and receives
from either the upper or the lower segment of a reservation
waveguide. It is also assumed that the optical path length
between any two adjacent processors on each reservation
waveguide is D units and the end-to-end propagation delay
of each waveguide is T' units.

There are n packet slots to be reserved for each column train
before the train is loaded in a column phase. To reserve packet
slots of a column train, a corresponding train, which we call
a reservation train, is originated on a reservation waveguide.
The reservation train also consists of n packet slots with the
same separations between two slots as in a column train. Each
of the packet slots in a reservation train is used to arbitrate
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the reservation of the corresponding packet slot in a column
train. The time period from the origination of a reservation
train to the end of reservation operations on its n packet slots
is called a reservation cycle.

A. Linear Priority Scheme

The simplest reservation scheme is the linear priority
scheme. Each processor at a row is assigned a unique priority
for all packet slots. When competing for a reservation of
a packet slot, the processor that has the highest priority
among all competing processors will succeed while other will
fail. This scheme can be implemented as follows. Processors
upstream are assigned with higher priorities than processors
downstream. For example, processor n is assigned with the
highest priority and processor 1 with the lowest priority.
After a reservation cycle begins, each processor monitors
packet slots of a reservation train propagating on the upper
segment of a reservation waveguide from right to left. If
processor p wants to reserve packet slot 4, it transmits pulses
to the left while also detecting pulses coming from the right
during that pulse slot. In other words, the processor transmits
while also detecting pulses during the time period from
P_Arr(i,p)to P_Arr(i,p) + P. If no pulses are detected in
that period, processor p has succeeded in making a reservation
for PS; since no processors upstream have attempted to
reserve it. Otherwise, processor p fails and a processor
upstream has succeeded in reserving PS;.

Reservation operations on n packet slots will finish as
soon as the train leaves the upper segment. In other words,
a reservation cycle takes P_Arr(1,1) + DorT units. One
way to schedule reservation cycles is shown in Fig. 9, where
each reservation cycle starts 2nD units earlier than its corre-
sponding column phase. In other words, a reservation train is
originated 2nD units before the corresponding column train
is originated.

However, it is important to note that two alternative schedul-
ings are also possible. The first is to originate each reservation
train only D units before its corresponding column train is
originated. By the time that PS; of the column train arrives
at any processor, PS; of the reservation train has already
left the processor and therefore the processor knows if it
has a reservation for PS; or not. The second alternative is
to originate another reservation train as soon as the previous
reservation train leaves processor n, or equivalently, n.D units
after the previous train is originated. That is, reservation trains
are pipelined on a reservation waveguide every nD units.

Nevertheless, we only need one reservation train every 2nD
units because reservations are not required in a row phase.

B. Restrained Linear Priority Scheme

The problem of the simple linear priority scheme is the
possibility of starvations. Processors downstream with lower
priorities may be indefinitely blocked because some higher
priority processors at the right keep making reservations. This
scheme is extremely unfair to those lower priority processors
since they have much less chances to succeed in column
communications than those higher priority ones.

A reservation cycle is called an idle cycle for a packet slot if
no processor has made a reservation for that packet slot in the
cycle. In the restrained linear priority scheme, linear priorities
among processors are still enforced but we require a processor
that succeeded in reserving a packet slot in a previous cycle to
refrain from making another reservation for the same packet
slot until after an idle cycle is detected for that packet slot.
Since no processor can make reservations for a packet slot
twice without an idle cycle in between, and there are only
n processors competing at each row, any processor would be
able to succeed in making a reservation for a packet slot within
n cycles and no starvations are therefore possible.

An implementation of this scheme is very similar to that
of the linear priority scheme except that each processor also
detects an idle cycle for each packet slot on the lower segment
of a reservation waveguide. More specifically, if processor p
wants to reserve packet slot 7, it transmits while detecting
pulses on the upper segment of a reservation waveguide during
the time period from P_Arr(i,p) to P_Arr(i,p) + P. Once
it has succeeded in reserving the packet slot, the processor
raises an internal flag which indicates that it will have to wait
for an idle cycle before it can make another reservation for
PS;. Processor p can detect an idle cycle of packet slot ¢ by
monitoring the lower segment during the time period from
P_Arr(i,p) + (2p — 1)Dto P_Arr(i,p) + (2p — 1)D + P.

One way to schedule reservation cycles using this scheme
is shown in Fig. 10. As in the first scheme, a processor knows
if it has succeeded in reserving a packet slot as soon as the
packet slot passes by it on the upper segment. Therefore, the
first scheduling alternative mentioned before is also applicable.
That is, a reservation cycle could start only D units earlier
than the corresponding column cycle. However, the second
alternative mentioned is not applicable in this scheme. This
is because a processor must know if the previous reservation
cycle is an idle cycle of a packet slot before it could attempt to
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make a reservation for that packet slot. Nevertheless, T + D
or equivalently, 2nD, units after a reservation starts, PS,,
of a reservation train will pass by processor n on the lower
segment of a reservation waveguide. Only at that time, denoted
as ¢, as in Fig. 10, processor n will know if the cycle is an
idle cycle of PS,, and the next reservation cycle could then
begin.

Although no starvations are possible in this scheme, a higher
priority processor still has more chances of success than lower
priority processors when competing for reservations. Assume
that after an idle cycle, processor n, which has the highest
priority, succeeds in making a reservation for a packet slot.
Further assume that it is the only processor which wants to
make reservations for that packet slot in the next cycle and thus
the second cycle becomes an idle cycle. In the third reservation
cycle, processor n will still succeed in making a reservation for
the same packet slot, regardless of the fact that other processors
which have not had their chances yet may also want to make
reservations for the same packet slot. Note however, that if
each processor wants to reserve a packet slot in every cycle,
then each processor will succeed once before an idle cycle is
forced. That is, under heavy loads, each processor will have
equal chances of successful reservations using this scheme. In
this case, this scheme is equivalent to a round-robin scheme
with an idle cycle added every n cycles.

C. Round-Robin Scheme

The third scheme fully employs round-robin (or cyclic
polling [16]) and requires a more complicated implementation.
Unlike in the previous two schemes, each processor has a
priority for each packet slot and that priority may change
after each reservation cycle. The processor currently with
the highest priority for a packet slot among all competing
processors will succeed in making a reservation. In the next
reservation cycle, it will become the lowest priority one when
competing for the same packet slot. Meanwhile, the processor
with the priority next to the one succeeded in the last cycle
will have the highest priority and all other processors will
adjust their priorities accordingly in a cyclic order. There will
be an idle cycle for a packet slot only if no processors want
to make a reservation, in which case, no priority changes
will occur. As an example, assume that at the beginning of
a cycle, processors, from the highest priority to the lowest for
a packet slot, are 1,---,4,4+ 1,---,n. If no processors want

to reserve the packet slot, this cycle becomes an idle cycle and
no priority changes will occur. Otherwise, assume processor
1 wants to reserve the slot, but none of processors from 1
through ¢ — 1 does. The processor ¢ succeeds and processors,
from the highest priority to the lowest in the next cycle, will
be: ¢+ 1,---,n,1,--- 1.

As in the previous two schemes, a reservation train is
originated at the beginning of each reservation cycle. However,
to attempt to make a reservation for packet slot ¢, a processor
no longer loads the entire PS;. Instead, only the first n pulse
slots of that packet slot are of interest. Assume these pulse
slots are numbered as 1,2,---,n from the beginning to the
end of a packet slot. Pulse slot p is assigned as the transmitting
time-slot for processor p. That is, processor p only transmits a
single pulse into the pth pulse slot of P.S;. More specifically,
processor p transmits a pulse at the time P_Arr(i,p) + p if
it wants to reserve packet slot ¢. In addition, each processor
no longer monitors packet slots on the upper segment of a
reservation waveguide. Instead, it detects every pulse slot of
every packet slot on the lower segment of the waveguide. A
presence (or an absence) of the jth pulse in packet slot 7, which
can be detected by processor p at the time P_Arr(i,p) +
(2p — 1)D + j, indicates that processor j has (or has not)
attempted to make a reservation for packet slot ;. By time
P_Arr(i,p)+(2p—1)D+ D or P_Arr(i,p)+2pD, processor
p can decide which processor should succeed according to
the round-robin scheme. In other words, each processor can
obtain global information about reservation attempts made for
every packet slot by all processors. Therefore, the decision
concerning which processor should succeed in making a
reservation for a packet slot according to the round-robin
scheme can be made by each processor in a distributive way.

One way to schedule reservation cycles can be the same as
what have already been shown in Fig. 10. Note however, that
neither the idle cycle information of PS,,, nor its reservation
result, will be available to processor n until after the time
P_Arr(n,n) + 2nD, or t,, as defined above.

D. Reservations Without Additional Waveguides

Finally we note that there are two alternatives to the use of
separate reservation waveguides for concurrent reservations
and communications. Both alternatives eliminate the need for
separate reservation waveguides by using one of the three
waveguides in a row bus. The first alternative is to serialize
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row phases, column phases and reservation cycles. Reservation
can then be done using one of the three existing waveguides.
A reservation cycle can be scheduled appropriately depending
on the reservation scheme used. For example, if the first two
schemes are used, it is sufficient to have each reservation train
followed by a row train and a column train that corresponds to
the reservation train. Further, a reservation train can be made
as short as n pulse slots, each of which is used to reserve a
packet slot of the column train.

The second alternative is to take advantage of the unused
pulse slots available in address frames of row trains. As
described in Section II-C, an address frame in each packet
of a row train has 2n — 1 units, of which n — 1 units are
unused. More specifically, pulse slots numbered from n + 1
to 2n — 1 in any address frame of a row train are not useful
for coincident pulse addressing. These pulse slots in each of
these address frames can be treated as a reservation packet.
That is, reservation can be done on the select waveguide by
incorporating each packet slot of a reservation train into an
address frame of a row train. In other words, a reservation
train can be embedded in a row train and a reservation cycle
can overlap with a row cycle. Appropriate scheduling of
reservation cycles can be achieved to ensure continuous row
and column phases in similar ways as described in Section
III-A through III-C.

IV. ANALYSIS AND SIMULATIONS

A. System Bandwidth

Let Bpax be the maximum transmission rate at which
a processor can drive an optical bus. Then the maximum
bandwidth of a row bus is By, and the maximum bandwidth
of the n x n ASOS is nDB .. Since during each packet slot
which is D = P + S units, at most P unit messages are
transmitted. Therefore, the maximum efficiency, O, is

P (3.12)
= —. 3.1a
P+ S
And the maximum bandwidth achievable, B,, is
B, =1 X Bpax x O. (3.1b)

Assume that on average, each processor generates L, pack-
ets during each row phase and L. packets during each column
phase, where 0 < L,, L. < 1. Denote the average number
of packets generated per packet slot by L,. Then L, =
(Lr + Lc)/2. The average throughput, or effective bandwith
in a row phase, B,, is

B, =L, x B,. (3.2)

If we assume that the destinations of generated packets are
uniformly distributed among 7 column buses, the maximum
effective bandwidth in a column phase, B., may be approx-
imated by

B.= L. x B,. (3.3)

By taking the average of (3.2) and Eq. (3.3), the effective

system bandwidth of an ASQOS, denoted by B., is

_ B, + B, _ anaxP(LT + Lc)
2 2(P + S)

B, 34

Note that, the maximum bandwidth in a column phase given
in (3.3) may not be achievable due to packet slot con-
tentions. Therefore, given fixed average communication load
L, mappings that distribute more loads to row communica-
tions and less loads to column communications will improve
the effective system bandwidth. On the other hand, one may
schedule more column phases than row phases to increase
column communication bandwidth when balancing bandwidth
among row and column phases is more important. Note
that in the ASOS, column communication does not involve
message relays at intermediate processors. In other words,
no costly conversions between optical and electronic data
signals are needed in column communication. As a result,
column communications may be as nearly efficient as row
communications. Hence, mappings are not as crucial to the
system performance as in [12], where message relays may be
required.

B. Packet Delay

Packet slot contention in column communications not only
can decrease the effective bandwidth but can introduce delay
for packets. In a column phase, a processor will not be able
to send out a packet unless it has succeeded in reserving the
corresponding packet slot. The packet that cannot be sent out
due to an unsuccessful reservation has to be delayed until a
future column phase. Define packet delay to be the number
of column phases that a packet is delayed due to unsuccessful
reservations of the corresponding packet slot. Further, assume
that during each column phase, the number of packets that
each processor generates is a poison process with mean rate
A where A < 1. The destinations of these packets are evenly
distributed among » columns. That is, on the average, out of A
packets generated by a processor in each column phase, only
Ai = (A/n) packets are destined for column bus 3.

We first examine the average packet delay using the round-
robin reservation scheme. A natural analytic model to use is
the model with multiple queues and a single server. Each
processor is viewed as a station with an ideally infinite queue.
The server selects a station to serve in the round-robin fashion.
The service time is a constant unit time (which is one column
phase). In [33], a similar model is analyzed where the reply
interval, defined as the time for a server to switch from one
station to another, is assumed to be nonzero. For models with
zero reply interval such as ours, only approximate analysis
are given [17]. However, if we view the above model with
multiple queues as a single queue, M/D/1 model with the
FCFS (First-Come First-Served) policy, we will have the same
average packet delay in both models. In fact, with the same
assumptions about message arrival rate and service rate in
both models, the statistical characteristics of the unfinished
work in both models should be identical. In other words, the
total number of packets remaining, hence the queue length
in both models, is independent of the service policy used.
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It follows from the Little’s law [19] that the average packet
delay, denoted by E,, is also independent of the policy used.
That is, the average packet delay using the round-robin scheme
should be the same as that of a M/D/1 model. Namely [6], [15]

7?)\.,; _ A
T21=nx) @)

2(1 =X\

It is also straightforward to have the same analysis result for
the average packet delay using the linear priority scheme.
However, we are unable to analyze the average packet delay
using the restrained linear priority scheme. Fig. 11 shows sim-
ulation results of average packet delays for all three different
reservation schemes when n = 100. We note that the results
shown for both the round-robin and the linear priority schemes
conform to the theoretical values as outlined in (3.5). However,
the restrained linear priority scheme has longer average packet
delay since some idle cycles are artificially introduced in this
scheme.

If either the linear priority or the round-robin scheme is
used, column communications will have an average packet
delay of two (column phases) when the load reaches 80% of
the capacity (this is equivalent to the case when A = 0.8).
Note however that according to the definition of the packet
delay, row communication have zero packet delay.

Ep

C. Fairness of a Reservation Scheme

For each processor 7, define its expected response time,
denoted by E.[4], to be the average number of column phases
that the processor has to delay transmissions due to its un-
successful reservations. For example, in the linear priority
scheme, processor n will always succeed in reservations and
therefore its expected response time is O (column phase). On
the other hand, processor 1 may, theoretically, have an infinite
expected tesponse time. Let E,. be the average expected
response time of the n processors that are in the same row.
Define the standard deviation of processors’ expected response
time, SD,, to be the deviations of every E.[i] from E, for

09

Average packet delay versus arrival rate.

1 < 4 < n. Different reservation schemes will yield different
SD, values. We use SD, as a measure of fairness of a
reservation scheme. A small value of SD, indicates that the
reservation scheme used is fair and a large value of SD,
indicates otherwise. Fig. 12 shows simulation results of SD,.
for the three schemes discussed above, assuming n = 100. As
expected, the linear priority scheme has the largest 5D, value
and is regarded as being the least fair. In the restrained linear
priority scheme however, the difference between the expected
response time of any two processors could never exceed n.
Therefore its SD, value is smaller than that of linear priority
scheme. The round-robin scheme has the least SD,. value and
is regarded as being the most fair.

The restrained linear priority scheme may be preferred for
its simplicity of implementation and reasonable fairness. The
round-robin scheme requires extensive processing although
it results in the least packet delay and is considered to be
the most fair. According to the characteristics of the ASOS,
several mapping strategies can be developed in conjunction
with reservation schemes. In general, higher bandwidth and
lower packet delay can be achieved if frequently communi-
cated nodes can be mapped to same rows rather than different
rows. After a mapping is done, if communication with nodes
that are mapped to other rows is evenly distributed among
nodes at the same row, we can use a fair reservation scheme.
On the other hand, a less fair reservation scheme may be used
if some nodes will communicate with nodes at different rows
more frequently than others do. Higher priorities may be given
to these nodes for making reservations in order to eliminate
communication bottlenecks.

V. CLOCK DISTRIBUTION AND PACKET SIZE LIMITATION

One of the major concerns in designing a large system is
the synchronization problem. So far, we have assumed that
all processors and switches are connected to a global clock
with separate waveguides (called clock waveguides) of equal
length. Therefore all processors and switches virtually share
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Fig. 13. Two clock distribution models. (a) The identical time model. (b) The skewed time model.

an identical global time. More specifically, let T, be a global
time, and let PT(r,c) and STy (r,c) be a local time of the
processor and the switch, respectively, at row 7 and column c.
We have assumed that at any instant, P17 (7, c) = STy (r,c) =
T4+ C for all r and ¢, where C is a constant. We call such a
clock distribution model identical-time model.

For example, consider a system with two nodes, denoted by
n1 and ny. Let T2 (1) or T1(2) be their local time, respectively.
To perform an operation simultaneously at a given instant T,
each node starts the operation when its local time equals T,.
Here, an operation could be the transmission of a packet if the
nodes are processors, or could be the change from one state
to the other if the nodes are switches. In the identical-time
model shown in Fig. 13(a), two separate clock waveguides
with equal length are used to connect two nodes with the
global clock. Since Tz (1) is always identical to T (2), the two
nodes will start at the same time to perform a simultaneous
operation on two packets. If these two nodes are separated
by D units on a waveguide and a packet has a length of
P units, the condition P < D is necessary to prevent the
two nodes from performing the same operation on the same
packet. For instance, if these two nodes are processors, the
above condition prevents overlappings of transmitted packets.
If these two nodes are switches, the above condition prevents
a packet from being switched (partially) by two switches.

Another model, which we call skewed-time model, is shown
in Fig. 13(b). Only one clock waveguide is used to connect
these two nodes to the global clock. In Fig. 13(b), it is assumed

»

— n —

L 3

»

To processors ( _ﬂ_\ To switches

. D >

Global Clock

Fig. 14. Distributing the global clock to switches with skewed-time.

that clock pulses and packets propagate in the opposite direc-
tions. Assume that the propagation delay between n; and no on
the clock waveguide are d units, we have T, (1) = T7(2) +d.
If the two nodes are to perform an operation simultaneously
according to their local times, then the node n, will start d
units earlier than the node my. Therefore, these two nodes
will not perform the operation on the same packet as long as
P < D +d. That is, given a fixed D, the packet size can be
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increased by d units using the skewed-time model. Note that,
if clock pulses and packets propagate in the same direction,
the packet size will have to be decreased. We are interested in
increasing the packet size for a given D to overcome current
technology restraints on the pulse width.

In order to have a regular connection between switches and
the global clock, the skewed-time model is used to distribute
global clock to switches in ASOS, as shown in Fig. 14. Clock
pulses always propagate in the direction opposite to packets
propagation. For example, packets propagate on the lower
segment of a row bus from left to right. But clock pulses
propagate from right to left on any row r, that is, at any instant,

STr(r,i) = STy (r,i— 1)+ d. (5.1a)
Fig. 15 illustrates how packets are switched using the skewed-
time model. The snapshot in the figure shows that switch i +1
has just been set to the cross state. The beginning of PS; is
D + d units away from that of PS;.; and d units away from
switch 7. After d units, switch ¢ will be set to the cross state
according to (5.1a). At the same time, PS; will arrive at switch
i just as desired. In addition, switched packets propagate top
down on the left segment of a column bus but since clock
pulses propagate bottom up at each column, we have

STi(r,c) = STr(r—1,¢)+d. (5.1b)
Similarly, we can show that no packet overlappings are
possible on any column bus.

Fig. 16 shows a way to connect all processors to the
same global clock using the skewed-time model. Note that,
processors transmit their packets on the upper segment of row
buses. These packets propagate from right to left at each row
and therefore clock pulses propagate from left to right at each
row as shown in the figure.

1t is possible to recalculate (2.1) for the skewed-time model
in terms of the local time of each processor. Specifically, let
D = D + d and assume that a packet slot is D units. A
row or a column phase is nD units since a train is nD units
long. Assume that a train is originated when the local time of
processor n at row 7, namely PTL(r,n) = to. In terms of the
local time of processor p at the same row, the train is originated

o
o

v

\

To processors C ) To swicthes

Global Clock

Fig. 16. Distributing the global clock to processors with skewed-time.

at time PTy(r,p) = PTL(r,n) + (n — p)d.Therefore,

P_Arr(i,p) = [to + (n — p)d] + (n =)D + (n — p)D
=to+(n—-p-1i)D. 5.2

Note that, by replacing D in (2.1b) with D, we can also
derive (5.2). With this equation, processors can load or monitor
packet slots as described in Section I Reservations can also
be made as described in Section III

VI. CONCLUDING REMARKS

Usually, interconnection networks in multiprocessor sys-
tems provide limited connectivities between processors. Inter-
processor communication in such systems may be enhanced
by using the high bandwidth of optical interconnections.
Communication with time-division multiplexing may emerge
as a general solution to such a problem. On the one hand,
TDM communication may help closing the gap between the
speed of electronic devices and that of optical communi-
cation paths. On the other hand, the properties of optical
signal transmission facilitate TDM communication in optical
interconnected systems. As a result, the complexity of both
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hardware and control in interconnection networks may be
reduced and high bandwidth may be achieved with limited
connectivities. This paper describes the application of the
general TDM communication scheme to a two-dimensional
spanning bus structure. Other applications of the scheme to
multistage interconnection networks have been studied in [27]
and [36].

It has been established that much higher bandwidth can
be achieved with pipelined optical bus communication than
with exclusive electronic bus access communication [12],
[21]. The high bandwidth of optical waveguides can also be
achieved using two time-division approaches, namely TDSM
and TDDM, which are used in the design of the ASOS.

In addition to achieving high bandwidth, several other
design goals have been met. For instance, the first-order
crosstalk at the optical switches [25] is reduced since switches
of the upper triangle ASOS array have only one input and
output port active at any time. Moreover, the simplicity of the
switch structures and control results in a low probability of
switch failures. In other words, the proposed communication
structure may be a robust component of a multiprocessor
system.

Given available technologies, the suggested design is fea-
sible and flexible. For example, with current technology, it is
possible to drive an optical bus at 20 GHz [31]. This results
in a pulse width w, or a time unit as defined in this paper, of
50 ps. Assuming that the speed of light in the waveguide is
¢g = 2 x 108 m/s, the spatial length of a pulse is 1 cm. With
100 ps switching speed [31], [32] and a 16-bit message frame,
the switching time S is 2 time units and the packet length
P is 16 time units in an 8 x 8 ASOS. Therefore, as long
as the spatial separation of two processors, D, satisfies the
condition D = D+d > P+ 8 = 18, packets can be pipelined
without overlappings. That is, the design will apply to systems
having spatial separation larger than 18 cm. If communication
loads are 80% of the communication capacity in both row and
column phases, that is, L, = L, = 0.8, the maximum effective
bandwidth for the 8 x 8 ASOS is about 113.8 Gb/s according
to (3.4), given the above P and S.

Note that, if a system has smaller spatial separation, for
example, D = 7 cm, the above condition can also be satisfied
by using the skewed time model with the skewing distance
d of at least 11 time units. This 7 cm spatial separation
may be appropriate for backplane connections or for inter-
module connections, in which each module may contain
several processors. In addition, when technology advances to
the stage at which optical buses are implemented on GaAs
wafers with 100 GHz transmission and at 10 ps switching
speed, the skewed-time model may be no longer necessary.
For example, with D = 7 cm, a packet could contain up to 34
bits without using the skewed-time model. Further advance in
technology is expected to increase both the transmission and
the switch speed, thus reducing the required minimum spatial
separation to a point at which our techniques are suitable
for chip-to-chip connections or connections within wafers. In
such cases, the use of optical interconnections may still be
advantageous when high frequency transmission is achieved
(9], [38].

We note that our reservation schemes that relate to TDDM
are different from any of the those schemes in [10]. Uses
of random access schemes, such as those in [20] and [22],
for resolving time-slot contentions would yield longer average
packet delay and lower system bandwidth in this particular
application in which the communication load is assumed to
be moderately high. We note that the fairness issue, as we
have defined, has not received much attention in the literatures
and is important in eliminating communication bottlenecks.
Finally, we note that some technology issues not mentioned in
this paper, such as pulse generations, coincidence detections
and power distributions, are discussed in [5] and [23].
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