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Abstract— In wireless adhoc networks, channel and energy ca-
pacities are scarce resources. In our previous work we proposed
BLAM, a new energy aware MAC layer enhancement for the IEEE
802.11 protocol to save the energy and channel capacity wasted in
collisions. In this paper we introduce a collision model to analyt-
ically compare BLAM to the IEEE 802.11. Using this model we
provide worst-case and best-case analysis for BLAM’s behavior.
We verified the correctness of the model using simulation analy-
sis. Furthermore, for real network traffic, we show that in a WLAN
BLAM can achieve an 8% increase in the network lifetime and an
increaseof about 40% in the total number of receivedpackets. This
paper complements the previous results obtained for a mutihop ad-
hoc network.

I. I NTRODUCTION

Adhoc networks have witnessed an explosion of interest
in the last few years as they are expected to have signifi-
cant impact on the efficiency of many military and civilian
applications. However, one of the constraints for building
efficient adhoc networks isfinitebattery supply. Usually the
network nodes are battery operated and in many cases they
are installed in an environment where it may be hard (or
undesirable) to retrieve the nodes to change or recharge the
batteries. It is crucial to design techniques to reduce the net-
work energy consumption so that the total time in which the
network is connected and functioning is maximized.

In our previous work [5] we observed that the IEEE
802.11 standard, when deployed in an adhoc network, can
operate very far from optimality, and much channel band-
width and energy are wasted in collisions and collision res-
olutions. This motivated us to propose a new energy-aware
MAC layer enhancement for the IEEE 802.11. We proposed
a Battery Level Aware MAC(BLAM) [6,7] which tunes the
random deferring time for both fresh packets and collided
ones based on the node’s current relative battery level. As
a result, BLAM reduces contention between low and high-
energy nodes, saving both the nodes energy and the channel
capacity wasted in collision. We showed that, in a multi-
hop adhoc network, BLAM can achieve an increase of 15%
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in the network lifetime and an increase of 35% in the total
number of received packets.

In this paper, we use the analytical collision model that we
introduced in our previous work [5] to compare the proba-
bility of collision in both BLAM and the IEEE 802.11 pro-
tocols. Using this model we prove that the worst-case prob-
ability of collision in BLAM is only 13% higher than that
of IEEE 802.11, while in the best case BLAM reduced the
probability of collision by almost 4 folds. We verified the
correctness of the proposed model using simulation analy-
sis. Furthermore, for a single-hop network with 60 flows of
CBR traffic, we show that BLAM when compared to IEEE
802.11 can achieve an 8% increase in the network lifetime
and an increase of about 40% in the total number of received
packets with a 50% reduction in the total number of colli-
sions. This indicates that, in a real network traffic, the worst
case of BLAM is not frequent.

The rest of the paper is organized as follows: Section II
reviews the IEEE 802.11 protocol. Section III presents re-
lated work. Sections IV reviews the BLAM protocol oper-
ations. Section V describes the collision model used and
verifies its correctness. Simulation results are presentedin
Section VI. We conclude the paper in Section VII.

II. OVERVIEW OF IEEE 802.11 DCF PROTOCOL

In the IEEE 802.11 DCF [13] medium access protocol,
when a node wants to send packets to another node, it first
sends an RTS (Request to Send) packet to the destination
after sensing the medium to be idle for a so-called DIFS in-
terval. When the destination receives an RTS frame, it trans-
mits a CTS frame immediately after sensing an idle channel
for a so-called SIFS interval. The source transmits its data
frame only if it receives the CTS correctly. If not, it is as-
sumed that a collision occurred and an RTS retransmission
is scheduled. After the data frame is received by the desti-
nation station, it sends back an acknowledgment frame.

Nodes overhearing RTS, CTS, data or ACK packets have
to defer their access to the medium. Each host maintains a
Network Allocation Vector(NAV) that records the duration
of time during which it must defer its transmission. Figure 1
illustrates the operation of the IEEE 802.11 DCF.
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Fig. 1. IEEE 802.11 DCF Operation

A collision occurs when two or more stations within the
transmission range of each other transmit simultaneously in
the same time slot. As a result, the transmitted packet is
corrupted and the colliding hosts have to schedule a retrans-
mission after deferring for a period randomly chosen in the
interval[0:: (CW�1)], where CW is the current value of the
contention window of the node.
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Fig. 2. Exponential Increase of the CW

CW value depends on the number of failed transmissions
of a frame. Figure 2 illustrates the increase of the contention
window size using an exponential backoff mechanism.

III. R ELATED WORK

Recognizing the challenge of energy consumption in ad-
hoc networks, much research is directed toward the design
of energy aware protocols. We can categorize the previous
research on power-aware MAC layer into three categories:

a) Reservation Based Power-Aware MAC:tries to
avoid collisions in the MAC layer, since collisions may re-
sult in retransmissions, leading to unnecessary power con-
sumption. The EC-MAC [19], presented the idea of apply-
ing reservation schemes in wireless networks MAC proto-
cols for energy conservation. Although EC-MAC was orig-
inally constructed for networks with base stations serving

as access points, its definition could be extended to adhoc
networks, where a group of nodes may select some type
of coordinator to perform the functions of a base station,
as proposed in [2] and [16]. Furthermore, because the co-
ordinator’s role consumes the resources of certain nodes, a
group of schemes were proposed in which coordinators are
rotated among network nodes. In [11] the coordinators are
randomly chosen while in [10] the remaining battery capac-
ity controls the probability of coordinator selection.

b) Switching off Power-Aware MAC:tries to mini-
mize the idle energy consumption by forcing nodes to enter
the dozemode. For example, PAMAS [18], allows a sta-
tion to power its radio off but has to keep a separate chan-
nel on which the RTS/CTS packets are received. Similarly,
Chiasserini [3] allows a station to go to sleep, but a spe-
cial hardware is required to receive wakeup signals. Also,
in [22] the geographical area is partitioned into smaller grids
in each of which only one host needs to remain active to re-
lay packets. Furthermore, Pattem [15], discussed various
activation strategies for the nodes, including Randomized,
Selected and Duty-cycle modes.

c) Transmission Power Control:came about because
the maximum power is consumed during the transmission
mode. According to the path-loss radio propagation model
there is a non-linear relation between the transmission power
and the transmission distance. It is more energy conserving
(considering only transmission energy) to send the data in
a multi-hop fashion using relay nodes rather than sending it
directly to the destination. PARO [9], for example, favors
forwarding the data to the nearest neighbor until reaching
the destination.
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Fig. 3. Hidden Terminal Jamming Problem

A simple power control scheme for the 802.11 proto-
col should adjust the transmission energy for data and con-
trol frames (RTS/CTS) according to the distance between
the sender and the relay node. However, as shown in Fig-
ure 3, different power levels introduce asymmetric links, a
problem known as the “Hidden Terminal Jamming” prob-
lem [21]. A hidden node C not sensing an ongoing low
power data transmission, can corrupt the data packets being
sent from A to B by concurrently transmitting a message to
node D. Therefore, as shown in Figure 4, the control frames
have to be transmitted using a high power level, while the
DATA and ACK are transmitted using the minimum power
level necessary for the nodes to communicate [8] [17].
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Other protocols control the transmission power not only
based on the distance between the sender and the receiver,
but also based on different channel conditions. For example,
the scheme presented in [17] adjusts the transmission power
according to the signal-to-noise ratio at the receiver. It al-
lows a node, A, to specify its current transmit power level in
the transmitted RTS, and allows the receiver node, B, to in-
clude the desired transmit power level in the CTS sent back
to A. However, although reducing the transmission power
can result in energy savings, it can also result in a higher bit
error rate (BER). The higher the BER the higher the num-
ber of retransmissions is, therefore, based on that observa-
tion, the protocol in [4] chooses an appropriate transmission
power based on the packet size.

IV. BATTERY LEVEL AWARE MAC (BLAM)

A. Motivation

In wireless LANs, the nodes included in the coverage area
of a certain host may send control messages that collide with
the RTS/CTS frames transmitted by this host. The higher
the number of collisions the lower the network throughput
is and the higher energy is consumed resolving them.

The situation might be worse in a multihop wireless ad-
hoc network, because each message potentially encounters
collisions at each hop. The multihop effect is augmented
in power-aware adhoc networks because the basic power
control scheme favors transmitting the data to the nearest
neighbor instead of transmitting it to a further one. Accord-
ingly, the power-aware route will be composed of a big num-
ber of shorter hops causing the number of collisions to in-
crease more [5]. Furthermore, as mentioned in Section III, a
smarter power aware scheme will transmit the short control
frames using a higher power than the data frames [8] [17].
However, the drawback of this scheme is that the control
frames are the ones that face collisions and the ones be-
ing retransmitted using the high transmission power. Thus,
the collision effect on the total energy consumption is much
worse than first thought. Based on the above observations,
BLAM conserves the channel bandwidth and energy by de-
creasing the total number of collisions.

Furthermore, in IEEE 802.11, all nodes involved in a col-
lision are equally treated and all of them attempt retrans-
missions in subsequent time slots after applying the ran-

dom backoff algorithm. Thus, it is possible that energy-
poor nodes waste additional energy in subsequent unsuc-
cessful attempts because they are contending with high-
energy nodes. BLAM proposes a new philosophy so that
the nodes are probabilistically split into virtual groups ac-
cording to the amount of residual battery energy left. As a
result, the simultaneous contention of low and high-energy
nodes is restricted.

B. Modifications to IEEE 802.11 DCF

BLAM modifies the IEEE 802.11 DCF in two ways,
changing the wait time before transmitting fresh data pack-
ets and changing the distribution of the random deferring
time after an unsuccessful transmission attempt. As de-
picted in Figure 1, in IEEE 802.11 DCF, if a fresh data
packet arrives at a node, it first senses the medium, and if
found idle for a DIFS interval, it immediately sends an RTS.
In contrast, in BLAM, after sensing an idle channel for a
DIFS interval, the node waits for a random amount of time
before sending the RTS. This random wait time is picked
from a normal distribution with mean and variance that de-
pend on the current node’s battery level:

Mean= CWmin� (1�Ri)
Variance= CWmin

2
�cosine

�
2 � ����12�Ri

����� (1)

whereCWmin is the minimum contention window size, and
Ri is the relative battery level of nodei.

Furthermore, in IEEE 802.11, when a collision is de-
tected, the collided hosts schedule a retransmission after
deferring for a period that is randomly chosen in the in-
terval [0::(CW� 1)], whereCW is the contention window
size. In BLAM, the random deferring period is picked up
from anormaldistributionwith the mean and variance given
by Equation 1, replacingCWmin with the current contention
window sizeCW.

Figure 5 depicts the normal distribution from which the
deferring time is determined at five representative battery
levels, ranging from full to empty capacities.

When a node has full battery, the distribution of the ran-
dom deferring time will be as shown in Figure 5(a). As
a result, it is most probable that a high-energy node will
pick a short deferring time. This means that these nodes
will have more chance to access the channel and thus have a
higher priority. As the node residual energy starts decreas-
ing, the mean of the normal distribution will start moving
to the right, as shown in Figures 5(b), 5(c), 5(d) and 5(e),
causing the probability of choosing a longer deferring time
to increase. A low-energy node will have the mean close
to the Contention Window size (CW), as depicted in Fig-
ure 5(e), and thus these nodes will probably pick longer de-
ferring time and will have less chance to access the medium
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Fig. 5. Deferring Time Distribution with a Variable Mean andVariance

and a low priority. The idea is the same for fresh data trans-
mission probability. Consequently, the transmission proba-
bility of fresh data will be higher in the high-energy nodes
(higher priority) and will decrease as the node consumes its
battery.

In that manner, the network nodes are divided among a
continuousset of priorities based solely onlocal informa-
tion, that is, based on their energy levels. Each node will
eventually get its share to access the channel based on its
assigned priority. Therefore, the transmission attempts are
distributed in time causing the total number of collisions to
be reduced and the energy wasted in collision to be con-
served. Additionally, low-energy nodes will not waste their
scarce energy colliding with high-energy nodes and thus, the
useful network lifetime is extended.

It should be noted that all the modifications that BLAM
introduces to the MAC protocol operations are based on the
local host information and are only implemented within the
wireless node itself. Accordingly, BLAM does not require
any changes in the frame formats or in the way the frames
are handled by the network interface card during transmis-

sion, reception or forwarding. Also, it does not require any
specific support from the routing layer above or from the
physical layer beneath. That is, BLAM isbackward compat-
iblewith a network that uses the IEEE 802.11 MAC protocol
and can be easily incorporated in this widely used protocol.

V. COLLISION ANALYSIS

A. Collision model

In our previous work [5] we proposed a collision model
for the IEEE 802.11. In this paper, we apply the same model
to the BLAM protocol and use the results to compare the
worst-case and best-case behavior of BLAM and the IEEE
802.11 DCF protocol.

In our network model, we assume that a set of homo-
geneous adhoc nodes are uniformly distributed over a two
dimensional area with node density given byρ per unit
area. Each node can communicate directly with all the nodes
within its coverage area, where the coverage area of the node
is defined by the radius which the control frames can reach
(defined asaRTS). We assume that the smart power control
scheme, as mentioned in Section III, is used. The distance
between the sender and the receiver is given byadata. Fur-
thermore, we will assume that the time is slotted with slot
timeτ. We define thenumber of time slotsneeded to send an
RTS packet asLRTSslots. Analogously, The number of time
slots needed to send a CTS, a data packet, and an acknowl-
edgment packets areLCT S, Ldata, andLack, respectively.
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Fig. 6. Wireless Channel State Transition Diagram

The wireless channel state transition diagram around a
certain nodex is shown in Figure 6.IDLE is the state when
channel around nodex is sensed idle, and its duration is for
one time slot,τ. The Transmitstate indicates that a suc-
cessful four-way handshake is completed, and hence, its du-
ration isTtransmit = LRTS+ LCT S+ Ldata+ Lack. The RTS-
col state indicates that multiple hosts within the coverage
area of nodex transmit RTS frames concurrently, causing
an RTS collision; its duration isTr = LRTS. Finally, the
CTS-colstate indicates that a terminal hidden from node



x sends some packets that collide at the receiver with the
RTS being received or the CTS being sent; its duration is
Tc = LRTS+LCT S.

In our analysis, we assume that the nodes are fully satu-
rated, that is, always having a packet waiting in the output
buffer to be sent. The probability that a node transmits at a
given time slot is given byp. In Section V-B we will evalu-
atep for both BLAM and the IEEE 802.11.

The probabilityPii is the transition probability fromIDLE
to IDLE, that is, the probability that none of the nodes within
the coverage area ofx transmits at this time slot.Pii is given
by:

Pii = (1� p)M (2)

whereM = ρ �πa2
RTS is the total number of nodes included

in the coverage area of nodex.
The probabilityPit is the transition probability fromIDLE

to Transmit. It is the probability that exactly one node trans-
mits at this time slot and starts a successful four-way hand-
shake (i.e., other nodes withhold their transmission).Pit is
given by:

Pit = M �Πs� (1� p)M�1 (3)

whereΠs denotes the probability that a node begins a suc-
cessful four-way handshake at this time slot.Πs is a function
of the number of hidden terminals and the distance between
the sender and the receiver as will be discussed later.

The probabilityPir is the transition probability fromIDLE
to RTS-col, that is, the probability that two or more nodes
transmit an RTS packet at the same time slot. In other words,
Pir is (1 � probability that none of the nodes transmits�
probability that exactly one node transmits):

Pir = 1� (1� p)M�M � p � (1� p)M�1 (4)

Finally, Pic, the transition probability fromIDLE to CTS-
col, can be simply computed as:

Pic = 1�Pii �Pit �Pir (5)

Having calculatedPii , Pit , Pir and Pic, the equilibrium
equations of the wireless channel state transition diagram
can be deduced and solved, so that theTransmitstate limit-
ing probability,θt , can be computed.θt represents the per-
centage of time in which the node is successfully transmit-
ting, or in other words, it is the ratio between successful
transmission time to the total network time (defined as the
summation of transmission time and contention time). The
solution of the state model equilibrium equations is:

θt = Pit

1+Pit �Ttransmit+Pir �Tr +Pic �Tc
(6)

All the terms of Equation (6) have been derived with the
exception ofPit as it depends onΠs, the probability that a

node starts a successful four-way handshake in the given
time slot. In order to determine,Πs, the state transition dia-
gram of a wireless node is constructed as shown in Figure 7.
Nodex is in thesucceedstate when it can complete a suc-
cessful four-handshake with the other nodes, and it enters
the fail state when the node initiates an unsuccessful hand-
shake. On the other hand, thewait state accounts for defer-
ring for other nodes.Πs is the limiting probability of the
succeedstate, as computed next.
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Fig. 7. Wireless Node State Transition Diagram

We defineB(adata) to be the hidden area from nodex
when communicating with nodeR located atadata away
from it, as illustrated in Figure 8. Takagi [20] has proved
thatB(adata) takes the form:

B(adata) = π �a2
RTS�2 �a2

RTS� farccos( adata

2 �aRTS
)� adata

2 �aRTS
�s1� a2

data

4 �a2
RTS

g (7)

The number of nodes hidden from the sender, computed
asρ B(adata), are not included in the sender coverage area
but are within the receiver node coverageand can collide
with the RTS frame being received or the CTS frame trans-
mitted by the receiver.
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Fig. 8. Hidden Area From the Sender

The transition probabilityPww, from wait state towait
state, is the probability that neither nodex nor any node
within its coverage area is initiating any transmissions.Pww

is given by:

Pww = (1� p)M (8)



The transition probability,Pws, fromwait state tosucceed
state is the probability that nodex transmits at this time slot
and none of the terminals withinaRTSof it transmits in the
same slot, and also that none of the hidden nodes inB(adata)
transmits for(LRTS+LCT S) slots.Pws can be written as:

Pws= p � (1� p)M � [(1� p)ρ�B(adata)]LRTS+LCTS (9)

Finally, the transition probabilityPw f , from wait state to
fail state can be simply calculated as:

Pw f = 1�Pww�Pws (10)

Solving the equilibrium equations of the wireless node
state transition diagram, the limiting probabilityof statesuc-
ceed, Πs can be given by:

Πs = Pws

2�Pww= p � (1� p)M � [(1� p)ρ�B(adata)]LRTS+LCTS

2� (1� p)M

(11)

The value ofΠs is substituted into Equation (3). Then the
obtained value ofPit is substituted back into Equation (6) so
thatθt , the ratio between successful transmission time to the
total network time, can be derived.

B. Probability of transmission

The difference between BLAM and the IEEE 802.11 lies
in the probability of transmission,p. However, the proba-
bility of transmission differs for each time slot. We denote
the probability of transmission in a given time sloti asp(i).
p(i) in the BLAM case depends on the node’s current en-
ergy level and the number of retries, whilep(i) in the 802.11
case only depends on the number of retries. To distinguish
between the two protocols, we callp(i) in the BLAM case
pblam(i) while in the 802.11 case we call itp802:11(i).

In our analysis, as an approximation, we assume that
the size of theContention Window(CW) is held constant.
Consequently, (As proved in [1] and [12]) the probability
of transmission in a given time slot for the IEEE 802.11,
p802:11(i), is constant and is given by

p802:11(i) = 2
CW+1

(12)

On the other hand, In BLAM, using the same approxi-
mation, the probability of transmission in a given time slot,
pblam(i), depends only on the energy distribution among the
wireless hosts.

For a given node X, with relative energy levelRX (nor-
malized to full energy), the probability that Node X trans-
mits during sloti, pblam(i;RX) can be computed as given by
Equation 13 (and as depicted in Figure 9):

pblam(i;RX) = Z i

i�1
pBLAM(t;RX)dt (13)

wherepBLAM(t;RX) is the Probability Distribution Function
(PDF) of transmission for Node X versus time at the fixed
relative energy levelRX when using the BLAM protocol.
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Fig. 9. Transmission Probability PDF for Node X with a Relative Energy
LevelRX versus Time. (pblam(i;RX) is the shaded area)

As a generalization for the previous case, for any neigh-
borhood with a given distribution of energies amongM
wireless nodes (a snapshot of the network),pblam(i) can be
defined as the average of the probabilities of transmission
per node during this sloti. Hence,pblam(i) can be computed
as

pblam(i) = 1
M
� RM

∑
ϒ=R1

pBLAM(i;ϒ) (14)

whereRj is the relative energy level of Nodej .
Equations 12 and 14 represent the probability of trans-

mission in sloti for the IEEE 802.11 DCF protocol and for
the BLAM protocol respectively. Using these equations the
different transition probabilities of the collision model(see
Section V-A) can be computed. In Section V-C we compare
the probability of collision and the throughput in BLAM
versus the IEEE 802.11. The results are presented in two
cases, the worst case for BLAM, when all theM nodes are
having equal full energy (i.e.Ri =Rj = 18i; j 2 [1::M]), and
the best case for BLAM, when the neighborhood is having
uniform distribution of the energies among theM nodes (i.e.
Ri = i

M 8i 2 [1::M]).
C. Model results and verification

Using the analytical equations previously derived and
substituting the different network parameters by the values
shown in Table I, we present results for the comparison of
average collision probability and average network through-
put between BLAM and the IEEE 802.11.

To verify the correctness of the collision model, we also
simulated a single-hop network using the Network Simu-
lator (NS2) [14]. The maximum coverage area of a single
node is of radius 250 m. The total area is set to 1.5 the cov-
erage area of a single node to introduce hidden terminals. 16
nodes are uniformly distributed in each neighborhood. The



TABLE I
NETWORK PARAMETERS

Parameter Symbol Value

RTS packet time LRTS 13 slot time
CTS packet time LCTS 12 slot time
Data packet time Ldata 287 slot time
Ack packet time Lack 12 slot time
Contention window CW 256 slot time
Nodes per neighborhood M 16 nodes

network load was set to a high value to force the nodes’ send
buffer to be always full. Two sets of scenarios are simulated,
in the first, all the nodes have full energy, while in the sec-
ond, the nodes have uniform distribution of the remaining
battery energy. The energy distribution is forced to be fixed
from the start to the end of the simulation by assuming that
transmitting, receiving and listening consume no energy.

The average collision probability can be computed as:

Pcoll ision= ∑
i
(pcol(i) � p(i)) (15)

wherepcol(i) is the probability of collision in sloti, defined
as the summation ofPir andPic in this slot time. Whilep(i)
is the transmission probability in sloti, as defined in Equa-
tions 12 and 14.
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Fig. 10. Comparison of the Number of Collisions

Figure 10 compares the total number of collisions in the
network in both the worst-case and the best-case for BLAM
normalized to the number of collision faced when using the
IEEE 802.11. As shown in Figure 10, in the worst-case,
when all the nodes are having full energy, the number of col-
lisions in BLAM is higher than that of the IEEE 802.11. An-
alytically, the probability of collision is higher by only 13%.
Using the simulation, the number of collisions is higher by
29.3%. On the other hand, when the nodes are having uni-
form distribution of the remaining energy, the best case for
BLAM, analytically, the probability of collision in BLAM is
29.1% that of the IEEE 802.11. Using the simulation anal-
ysis, the best-case of BLAM decreased the total number of

collisions to 40.5% of its value. It should be mentioned that,
the difference between the analytical and the simulation re-
sults is mainly because the collision model assumes a fixed
mid-range contention window size (256slot time) while in
the simulations the CW lies in the range[31::1023]slot time
(as mentioned in Section II).
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Fig. 11. Comparison of the Network Throughput

As proven in [5], the total network throughput is propor-
tional to the percentage of time in which the node is suc-
cessfully transmitting,θt . Figure 11 compares the analytical
and simulation results for the ratio of the average throughput
between BLAM and the IEEE 802.11. The results are pre-
sented both in the worst-case for BLAM, when all the nodes
are having full energy, and in the best-case for BLAM, when
the nodes are having uniform distribution of the remain-
ing energy. As shown in Figure 11, when BLAM is used
the total network throughput is almost equal to the network
throughput offered by the IEEE 802.11. However, it should
be noted that, BLAM extends the total network lifetime (as
shown in Section VI), as a result, the network lives longer
and hence, the total number of correctly received packets
(network utility) is increased.

VI. SIMULATION RESULTS

In Section V-C simulation analysis is presented to ver-
ify the correctness of the proposed collision model, where
a single-hop network with fixed-energy fully-saturated
uniform-distributed wireless hosts are simulated. In thissec-
tion we present simulation results for a real network sce-
nario.

We compare BLAM with two versions of the IEEE
802.11 DCF. The first version is the basic protocol, as de-
fined in Section II, we call itBasic 802.11. The second ver-
sion, which we callModified 802.11, applies one modifica-
tion to the basic protocol: when a fresh data packet arrives
at a network node, it first senses the medium for a period of
a DIFS, and if found idle, the station waits a random amount
of time uniformly distributed in the interval[0::(CWmin�1)]
before attempting to transmit this frame.



We used theNetwork Simulator(NS2) [14] to simulate a
single-hop network that covers an area of 375�375m2, with
32 nodes randomly distributed in this area. A total num-
ber of 60 flows are generated, each flow is assumed to be
a constant bit rate (CBR) flow. Each flow has the rate of
6 packets/source/sec and the packet size is 512 bytes. For
each flow the source and a single-hop-away destination are
randomly chosen.

In our simulation analysis we assume that the transmis-
sion energy depends on both the message length and the
distance of transmission while the receive energy is only
dependent on the message length. The maximum transmit
power of a node is assumed to cover the whole transmission
range (250 m). The receive power is assumed to be approx-
imately 45% of the maximum transmit power. Initially, all
the nodes are assumed to have full battery level of 5 joules;
battery capacity was set to a small value to scale down the
simulation time. The total simulation time is 1600 seconds,
the flow sources start transmitting at a time that is randomly
chosen from the start of simulation time up until 800 sec-
onds. A flow stops transmitting at a time that is uniformly
distributed between the flow start time and the simulation
end time. Simulation parameters are summarized in Table II.

TABLE II
SIMULATION PARAMETERS

Parameter Value

Number of Simulation runs 10
Network Size 375� 375m2

Node range 250 m
Node initial energy 5.0 J
Number of connections 60
Packet Size 512 bytes
Transmission rate per source 6 pkts/sec
Simulation time 1600 sec

Figure 12 compares the total number of RTS/CTS frame
collisions in the network for the period of the network life-
time (i.e., until the first node dies). As shown in Figure 12,
BLAM successfully decreased the total number of collisions
by 40% over the Basic 802.11 and by 31% over the Modified
802.11.

At the beginning, all the nodes will have a full battery
and the distribution presented in Figure 5 will have a small
variance. Therefore, the nodes will pickup comparable val-
ues for the random deferring time. As a result, initially the
number of collisions faced in BLAM should be higher than
that faced in the Basic 802.11. However, once a node is able
to access the medium its energy is consumed in transmit-
ting the data frames and will move towards another priority
class where there is no contention. Thus, the node will be
able to send its data packets with less collision. It should
be mentioned that, towards the end of the simulation, a lot
of the network nodes are depleted from their energy and are
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among one priority class which might increase in the con-
tention probability since the window is smaller for nodes
with low battery level. However, this effect is insignificant
because it occurs when almost all the links in the network
are broken and no packets can be transmitted.
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As previously discussed, the prioritized nature of BLAM
restricts contention between high-energy nodes and low-
energy nodes and hence the useful lifetime of the network
is extended. Moreover, when the number of collisions is
reduced in the network, less energy is wasted in collision,
collision resolution and retransmission. Thus, the network
lifetime will be longer. We define the network lifetime as
the time duration from the beginning of the simulation until
the instant when the First Node Dies (FND). As shown in
Figure 13, the lifetime for BLAM is 15% more than that of
the Basic 802.11 and 9% more than the Modified 802.11.

Decreasing the number of collisions and increasing the
network lifetime could be easily achieved by forcing the
nodes to send less data. However, this scheme would have
the drawback of decreasing the network utilization and de-
creasing the total number of received packets. BLAM, how-
ever, does not force the network nodes to send less data,(as
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proved in the collision model, BLAM and IEEE 802.11 net-
work throughput are almost equal) but rather forces them to
decrease the number of retransmitted control frames (which
saves energy and extends network lifetime). Moreover,
since the network lifetime is extended, as discussed before,
then more data packets are able to reach their final destina-
tions during the useful operation time of the network. Fig-
ure 14 compares the total number of data packets that are
correctly received by the destination application in the three
MAC protocols. As shown in Figure 14, BLAM increased
the total number of received data packets by 39% over the
Basic 802.11 and by 16% over the Modified 802.11.

VII. C ONCLUSION

In our work we used a collision model to analytically
compare the behavior of BLAM and the IEEE 802.11 DCF
protocols. We showed that the worst case probability of col-
lision in BLAM is 13% higher than that of the IEEE 802.11
DCF, while in the best case a 4 folds improvement in the col-
lision probability is achievable. We also showed that BLAM
does not degrade the total network throughput, on the con-
trary, because the network lifetime is extended more data
packets are received. We validated the correctness of the
proposed model through simulation analysis for a single-
hop adhoc network.

Moreover, for a single-hop network with 60 flows of CBR
traffic, we show that BLAM when compared to IEEE 802.11
can achieve an 8% increase in the network lifetime and an
increase of about 40% in the total number of received pack-
ets with a almost 50% decrease in the total number of colli-
sions. This indicates that,in a real network traffic, the worst
case of BLAM is not frequent.
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