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Abstract— In wireless adhoc networks, channel and energy can the network lifetime and an increase of 35% in the total
pacities are scarce resources. In our previous work we pseglo number of received packets.
BLAM, a new energy aware MAC layer enhancementfor the IEEE |, 1his paper, we use the analytical collision model that we

802.11 protocol to save the energy and channel capacityegldst . ) .
collisions. In this paper we introduce a collision model alyt- Ntroduced in our previous work [5] to compare the proba-

ically compare BLAM to the IEEE 802.11. Using this model wilility of collision in both BLAM and the IEEE 802.11 pro-
provide worst-case and best-case analysis for BLAM’s biehav tocols. Using this model we prove that the worst-case prob-

We verified the correctness of the model using simulatiodyanagpility of collision in BLAM is only 13% higher than that

sis. Furthermore, for real network traffic, we show that in AN A
BLAM can achieve an 8% increase in the network lifetime and a?r}c IEEE 802.11, while in the best case BLAM reduced the

increase of about 40% in the total number of received pacKétis probability of collision by almost 4 fOId_S' We verified the
paper complements the previous results obtained for a mpigid- ~ correctness of the proposed model using simulation analy-
hoc network. sis. Furthermore, for a single-hop network with 60 flows of
CBR traffic, we show that BLAM when compared to IEEE
802.11 can achieve an 8% increase in the network lifetime
I. INTRODUCTION and an increase of about 40% in the total number of received
. . . ckets with a 50% reduction in the total number of colli-
Adhoc networks have witnessed an explosion of mtere%l?)ns. This indicates that, in a real network traffic, thestior

in the last few years as they are expected to have Signill ot BLAM is not frequent,

cant impact on the efficiency of many military and civilian The rest of the paper is organized as follows: Section Il

ap_pl_ications. However, one of the constraints for bUiIOIinr%views the IEEE 802.11 protocol. Section Il presents re-
efficient adhoc networks finite battery supply. Usually the hated work. Sections IV reviews the BLAM protocol oper-

network nodes are battery operated and in many cases t 5 . -
- . . yop . y a%ns. Section V describes the collision model used and
are installed in an environment where it may be hard (or ~.~" . . . .
rifies its correctness. Simulation results are presented

undesirable) to retrieve the nodes to change or recharge !ﬁe : . .
batteries. Itis crucial to design techniques to reduce #te n ection VI. We conclude the paper in Section VII.
work energy consumption so that the total time in which the

network is connected and functioning is maximized. Il. OVvERVIEW OF IEEE 802.11 DCF RoTOCOL

In our previous work [5] we observed that the IEEE | the IEEE 802.11 DCF [13] medium access protocol,
802.11 standard, when deployed in an adhoc network, GgRen a node wants to send packets to another node, it first
operate very far from optimality, and much channel bandends an RTS (Request to Send) packet to the destination
width and energy are wasted in collisions and collision regfter sensing the medium to be idle for a so-called DIFS in-
olutions. This motivated us to propose a new energy-awaggval. When the destination receives an RTS frame, itirans
MAC layer enhancement for the IEEE 802.11. We proposefiits a CTS frame immediately after sensing an idle channel
aBattery Level Aware MAQBLAM) [6, 7] which tunes the for a so-called SIFS interval. The source transmits its data
random deferring time for both fresh packets and collidgggme only if it receives the CTS correctly. If not, it is as-
ones based on the node’s current relative battery level. A$med that a collision occurred and an RTS retransmission
a result, BLAM reduces contention between low and highs scheduled. After the data frame is received by the desti-
energy nodes, saving both the nodes energy and the chanygion station, it sends back an acknowledgment frame.
capacity wasted in collision. We showed that, in a multi- Nodes overhearing RTS, CTS, data or ACK packets have
hop adhoc network, BLAM can achieve an increase of 159§ defer their access to the medium. Each host maintains a

) ) . Network Allocation VectofNAV) that records the duration
This work is supported by the Defense Advanced Researcled?soj

Agency through the PARTS project under Contract F3361%a0736 and _Of time during which ?t must defer its transmission. Figure 1
by NSF through grant ANI-0125704 and through grant ANI-03235. illustrates the operation of the IEEE 802.11 DCF.



DIFS

as access points, its definition could be extended to adhoc

< RTS DATA o networks, where a group of nodes may select some type
Node ars Srs s >time  of coordinator to perform the functions of a base station,
as proposed in [2] and [16]. Furthermore, because the co-
N:;e cTs ACK | 5 ime oOrdinator’s role consumes the resources of certain nodes, a
group of schemes were proposed in which coordinators are
NAV (DATA) rotated among network nodes. In [11] the coordinators are
NAV (CTS) randomly chosen while in [10] the remaining battery capac-
Other NAV (RTS) » time Ity CONtrols the probability of coordinator selection.
Nodes b) Switching off Power-Aware MAC:tries to mini-
Fig. 1. IEEE 802.11 DCF Operation mize the idle energy consumption by forcing nodes to enter

the dozemode. For example, PAMAS [18], allows a sta-
tion to power its radio off but has to keep a separate chan-

A COI.“S'.On OCCUrs when two or more s_tat!ons within theﬁel on which the RTS/CTS packets are received. Similarly,
transmission range of each other transmit S|multane0|:|sly¢hiasserini [3] allows a station to go to sleep, but a spe-
the same time slot. As a result, the transmitted packeté- '

i fal hardware is required to receive wakeup signals. Also,
corrupted and the colliding hosts have to schedule a retraﬂﬁzz] the geographical area is partitioned into smallédgr
mission after deferring for a period randomly chosen in t

: ) Wﬁ each of which only one host needs to remain active to re-
mterval_[O.. ((?W_ 1)], where CW s the current value of theIay packets. Furthermore, Pattem [15], discussed various
contention window of the node. activation strategies for the nodes, including Randomized
A Selected and Duty-cycle modes.

CW nax 1023 1023 ¢) Transmission Power Controlcame about because
the maximum power is consumed during the transmission
mode. According to the path-loss radio propagation model

there is a non-linear relation between the transmissiorepow

511 and the transmission distance. It is more energy conserving
(considering only transmission energy) to send the data in
255 a multi-hop fashion using relay nodes rather than sending it
CW rnin 127 directly to the destination. PARO [9], for example, favors
|_> 31, 131 o forwarding the data to the nearest neighbor until reaching

» . .
i the destination.
1st transmission attempt
Ist transmission attempt

6th retransmission
Ist retransmission 5th retransmission
2nd retransmission 4th retransmission
3rd retransmission

Fig. 2. Exponential Increase of the CW

CW value depends on the number of failed transmissions
of_a frame_. Figure 2 |Ilustratesthe increase of the conbenticiy 3. Hidden Terminal Jamming Problem
window size using an exponential backoff mechanism.

A simple power control scheme for the 802.11 proto-
lll. RELATED WORK col should adjust the transmission energy for data and con-
Recognizing the challenge of energy consumption in attel frames (RTS/CTS) according to the distance between
hoc networks, much research is directed toward the desitdpe sender and the relay node. However, as shown in Fig-
of energy aware protocols. We can categorize the previoure 3, different power levels introduce asymmetric links, a
research on power-aware MAC layer into three categorieproblem known as the “Hidden Terminal Jamming” prob-
a) Reservation Based Power-Aware MACtries to lem [21]. A hidden node C not sensing an ongoing low
avoid collisions in the MAC layer, since collisions may repower data transmission, can corrupt the data packets being
sult in retransmissions, leading to unnecessary power caent from A to B by concurrently transmitting a message to
sumption. The EC-MAC [19], presented the idea of applyrode D. Therefore, as shown in Figure 4, the control frames
ing reservation schemes in wireless networks MAC protbave to be transmitted using a high power level, while the
cols for energy conservation. Although EC-MAC was origbATA and ACK are transmitted using the minimum power
inally constructed for networks with base stations servirlgvel necessary for the nodes to communicate [8] [17].



dom backoff algorithm. Thus, it is possible that energy-
poor nodes waste additional energy in subsequent unsuc-
cessful attempts because they are contending with high-
energy nodes. BLAM proposes a new philosophy so that
the nodes are probabilistically split into virtual groupgs a
cording to the amount of residual battery energy left. As a
result, the simultaneous contention of low and high-energy
Fig. 4. Control Frames with Maximum Power nodes is restricted.

Other protocols control the transmission power not onE/' Modlflcatlo_n_s to IEEE 802.11 BCF _
based on the distance between the sender and the receivéd-AM modifies the IEEE 802.11 DCF in two ways,
but also based on different channel conditions. For exampféanging the wait time before transmitting fresh data pack-
the scheme presented in [17] adjusts the transmission po&Et @nd changing the distribution of the random deferring
according to the signal-to-noise ratio at the receiver.l-It £ime after an unsuccessful transmission attempt. As de-
lows a node, A, to specify its current transmit power level jRicted in Figure 1, in IEEE 802.11 DCF, if a fresh data
the transmitted RTS, and allows the receiver node, B, to iR@Cket arrives at a node, it first senses the medium, and if
clude the desired transmit power level in the CTS sent baf@und idle for a DIFS interval, itimmediately sends an RTS.
to A. However, although reducing the transmission powdp contrast, in BLAM, after sensing an idle channel for a
can result in energy savings, it can also result in a higtter B!FS interval, the node waits for a random amount of time
error rate (BER). The higher the BER the higher the nunefore sending the RTS. This random wait time is picked
ber of retransmissions is, therefore, based on that obserlf@M & normal distribution with mean and variance that de-
tion, the protocol in [4] chooses an appropriate transmissi PeNd on the current node’s battery level:
power based on the packet size.

Mean= CWhin- (1- R)

IV. BATTERY LEVEL AWARE MAC (BLAM) Variance— CWhin cosine<2- ‘} R D
2 2

A. Motivation

In wireless LANSs, the nodes included in the coverage argghereCWhi, is the minimum contention window size, and
of a certain host may send control messages that collide withis the relative battery level of node
the RTS/CTS frames transmitted by this host. The higherFurthermore, in IEEE 802.11, when a collision is de-
the number of collisions the lower the network throughpuécted, the collided hosts schedule a retransmission after
is and the higher energy is consumed resolving them.  deferring for a period that is randomly chosen in the in-

The situation might be worse in a multihop wireless aderval [0..(CW — 1)], whereCW is the contention window
hoc network, because each message potentially encountize. In BLAM, the random deferring period is picked up
collisions at each hop. The multihop effect is augmentdtbm anormaldistribution with the mean and variance given
in power-aware adhoc networks because the basic povgrEquation 1, replacinGWnin with the current contention
control scheme favors transmitting the data to the neareghdow sizeCW.
neighbor instead of transmitting it to a further one. Aceord Figure 5 depicts the normal distribution from which the
ingly, the power-aware route will be composed of a big numileferring time is determined at five representative battery
ber of shorter hops causing the number of collisions to itevels, ranging from full to empty capacities.
crease more [5]. Furthermore, as mentioned in Section Ill, awhen a node has full battery, the distribution of the ran-
smarter power aware scheme will transmit the short contrddm deferring time will be as shown in Figure 5(a). As
frames using a higher power than the data frames [8] [18.result, it is most probable that a high-energy node will
However, the drawback of this scheme is that the contrpick a short deferring time. This means that these nodes
frames are the ones that face collisions and the ones baHl have more chance to access the channel and thus have a
ing retransmitted using the high transmission power. Thusigher priority. As the node residual energy starts deereas
the collision effect on the total energy consumption is mudhg, the mean of the normal distribution will start moving
worse than first thought. Based on the above observatiotsthe right, as shown in Figures 5(b), 5(c), 5(d) and 5(e),
BLAM conserves the channel bandwidth and energy by deausing the probability of choosing a longer deferring time
creasing the total number of collisions. to increase. A low-energy node will have the mean close

Furthermore, in IEEE 802.11, all nodes involved in a coto the Contention Window size (CW), as depicted in Fig-
lision are equally treated and all of them attempt retranare 5(e), and thus these nodes will probably pick longer de-
missions in subsequent time slots after applying the raferring time and will have less chance to access the medium
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sion, reception or forwarding. Also, it does not require any
specific support from the routing layer above or from the
physical layer beneath. That is, BLAMImckward compat-

iblewith a network that uses the IEEE 802.11 MAC protocol
and can be easily incorporated in this widely used protocol.
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V. COLLISION ANALYSIS
A. Collision model

In our previous work [5] we proposed a collision model
forthe IEEE 802.11. In this paper, we apply the same model
to the BLAM protocol and use the results to compare the
worst-case and best-case behavior of BLAM and the IEEE
802.11 DCF protocol.

In our network model, we assume that a set of homo-
geneous adhoc nodes are uniformly distributed over a two

Window Size Window Size

(a) Battery level =1 (b) Battery level =0.75
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dimensional area with node density given pyper unit
Window Size Window Size area. Each node can communicate directly with all the nodes
(c) Battery level = 0.5 (d) Battery level = 0.25 withinits coverage area, where the coverage area of the node

is defined by the radius which the control frames can reach
(defined asarTg9. We assume that the smart power control
T scheme, as mentioned in Section Ill, is used. The distance
1 between the sender and the receiver is giveady,. Fur-
1 thermore, we will assume that the time is slotted with slot

timet. We define theumber of time slotseeded to send an
- RTS packet akrrsslots. Analogously, The number of time
0 cw slots needed to send a CTS, a data packet, and an acknow!-
Window Size .
edgment packets ateTs, Lyata, @ndLack, respectively.
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(e) Battery level =0

Fig. 5. Deferring Time Distribution with a Variable Mean avdriance

and a low priority. The idea is the same for fresh data trans-
mission probability. Consequently, the transmission prob
bility of fresh data will be higher in the high-energy nodes
(higher priority) and will decrease as the node consumes its
battery.

In that manner, the network nodes are divided among a
continuousset of priorities based solely docal informa-
tion, that is, based on their energy levels. Each node will . y
eventually get its share to access the channel based on its S==-
assigned priority. Therefore, the transmission attems &g 6. wireless Channel State Transition Diagram
distributed in time causing the total number of collisions t
be reduced and the energy wasted in collision to be con-The wireless channel state transition diagram around a
served. Additionally, low-energy nodes will not waste theicertain nodex is shown in Figure 6IDLE is the state when
scarce energy colliding with high-energy nodes and thes, tbhannel around nodeis sensed idle, and its duration is for
useful network lifetime is extended. one time slot,t. The Transmitstate indicates that a suc-

It should be noted that all the modifications that BLAMcessful four-way handshake is completed, and hence, its du-
introduces to the MAC protocol operations are based on thaion iS Tiansmit = LrRTs+ LeT s+ Lgata+ Lack- The RTS-
local host information and are only implemented within theol state indicates that multiple hosts within the coverage
wireless node itself. Accordingly, BLAM does not requirarea of node transmit RTS frames concurrently, causing
any changes in the frame formats or in the way the framaga RTS collision; its duration i, = Lrts Finally, the
are handled by the network interface card during transmiSTS-colstate indicates that a terminal hidden from node




x sends some packets that collide at the receiver with thede starts a successful four-way handshake in the given
RTS being received or the CTS being sent; its duration figne slot. In order to determinéls, the state transition dia-
Te=Lrts+Lers gram of a wireless node is constructed as shown in Figure 7.
In our analysis, we assume that the nodes are fully safledex is in the succeedstate when it can complete a suc-
rated, that is, always having a packet waiting in the outpagssful four-handshake with the other nodes, and it enters
buffer to be sent. The probability that a node transmits attlae fail state when the node initiates an unsuccessful hand-
given time slot is given by. In Section V-B we will evalu- shake. On the other hand, thait state accounts for defer-
atep for both BLAM and the IEEE 802.11. ring for other nodes.ls is the limiting probability of the
The probabilityP; is the transition probability frofDLE  succeedstate, as computed next.
toIDLE, that is, the probability that none of the nodes within
the coverage area aftransmits at this time sloB; is given

by:
Pi=(1-p" 2

whereM = p-Ttak;is the total number of nodes included
in the coverage area of node

The probabilityP; is the transition probability fronfDLE P Y
to Transmit It is the probability that exactly one node trans- 1 i fail
mits at this time slot and starts a successful four-way hand- ) g

shake (i.e., other nodes withhold their transmissid®)is
given by: Fig. 7. Wireless Node State Transition Diagram

Pt =M-Ms- (1—-p)M-1 (3)  We defineB(agqs) to be the hidden area from node
when communicating with nodR located atagy, away

whereflls denotes the probability that a node begins a Suipm it, as illustrated in Figure 8. Takagi [20] has proved
cessful four-way handshake at this time sldg.is a function thatB(agata) takes the form:

of the number of hidden terminals and the distance between

the sender and the receiver as will be discussed later. 2 2 Adata
The probabilityP; is the transition probability fronfDLE B(8daa) = TT-8grs—2- 8rs {arccod 2- aRTS)
to RTS-col that is, the probability that two or more nodes ay [ (7)
transmit an RTS packet at the same time slot. In other words, - Z—ata a/1- —azta}
Pr is (1 — probability that none of the nodes transmits "8RTS 4-agts

probability that exactly one node transmits The number of nodes hidden from the sender, computed

Pr=1-(1— p)M ~M-p-(1- p)M—l 4) asp B(ada?a),_ are not in_cluded in the sender coverage area
but are within the receiver node coveraged can collide
Finally, B¢, the transition probability fronlDLE to CTS- with the RTS frame being received or the CTS frame trans-
col, can be simply computed as: mitted by the receiver.

PIC:]-_PIi_PIt_PII‘ (5)
Coverage

Having calculatedrR;, Pi, Py and P, the equilibrium Area of x
equations of the wireless channel state transition diagram af‘;
can be deduced and solved, so thatTrensmitstate limit-
ing probability,8;, can be computed; represents the per-
centage of time in which the node is successfully transmit-
ting, or in other words, it is the ratio between successful
transmission time to the total network time (defined as th®y. 8. Hidden Area From the Sender
summation of transmission time and contention time). The

solution of the state model equilibrium equations is: The transition probability?,, from wait state towait
P state, is the probability that neither no’enor any node
= 6) within its coverage area is initiating any transmissidRgy
& 14 Bt - Tiransmit+ Pr - Tr +Pc- Te ©) is given by: J gany

All the terms of Equation (6) have been derived with the M
exception ofP; as it depends ofll, the probability that a ww = (1= p) (8)



The transition probabilityRys, from wait state tosucceed wherepg am(t, Rx) is the Probability Distribution Function
state is the probability that noddransmits at this time slot (PDF) of transmission for Node X versus time at the fixed
and none of the terminals withaktsof it transmits in the relative energy leveRx when using the BLAM protocol.
same slot, and also that none of the hidden nodBé&ag;a)
transmits for(LrT s+ LcT ) slots. Rys can be written as:

Puws=p-(1— p)M - p)P'B(adata)]LRTSFLCTs (9)

Finally, the transition probabilit, s, from wait state to
fail state can be simply calculated as:

PDF of Tx

Pvt = 1— Rayw— Pus (10)

Solving the equilibrium equations of the wireless node
state transition diagram, the limiting probability of gtatic-
ceed s can be given by:

0 ! Time cw

Pus Fig. 9. Transmission Probability PDF for Node X with a RelatEnergy
= >R LevelRx versus Time. fpam(i, Rx) is the shaded area)
- Pww

p-(1—pM-[(1- p)p~B(ada1a)]LRTs+LCTs

Ms

(11) o : :
As a generalization for the previous case, for any neigh-
2—(1-pM borhood with a given distribution of energies amokly
The value of g is substituted into Equation (3). Then theWIreless nodes (a snapshot of the netwopkam(i) can be

obtained value of; is substituted back into Equation (6) Sodefined as the average of the probabilities of transmission
g node during this slat Hence,ppiam(i) can be computed

that®, the ratio between successful transmission time to th
total network time, can be derived. as

. 1
B. Probability of transmission Polam(i) = M

The difference between BLAM and the IEEE 802.11 lies

in the probability of transmissior. However, the proba- whereR is the relative energy level of Node
bility of transmission differs for each time slot. We denote Equations 12 and 14 represent the probability of trans-
the probability of transmission in a given time si@sp(i). mission in slot for the IEEE 802.11 DCF protocol and for
p(i) in the BLAM case depends on the node’s current efthe BLAM protocol respectively. Using these equations the
ergy level and the number of retries, whié) inthe 802.11 different transition probabilities of the collision modgke
case only depends on the number of retries. To distinguisBction V-A) can be computed. In Section V-C we compare
between the two protocols, we calli) in the BLAM case the probability of collision and the throughput in BLAM
Polam(i) While in the 802.11 case we callpgoz11(i). versus the IEEE 802.11. The results are presented in two
In our analysis, as an approximation, we assume tha{ses, the worst case for BLAM, when all thlenodes are
the size of theContention WindowCW) is held constant. having equal full energy (i.6R =R; = 1Vi, j € [1..M]),and
Consequently, (As proved in [1] and [12]) the probabilityhe best case for BLAM, when the neighborhood is having
of transmission in a given time slot for the IEEE 802.11yniform distribution of the energies among tenodes (i.e.

PeLAM(i, Y) (14)

M2

i

Ry

pso211(i), Is constant and is given by R = {- Vi € [1.M]).
. 2
Peo211(i) = CW+1 (12) . Model results and verification

On the other hand, In BLAM, using the same approxi- Using the analytical equations previously derived and
mation, the probability of transmission in a given time slofubstituting the different network parameters by the \alue
Poiam(i), depends only on the energy distribution among tihown in Table I, we present results for the comparison of
wireless hosts. average collision probability and average network threugh

For a given node X, with relative energy lev, (nor- Putbetween BLAM and the IEEE 802.11.
malized to full energy), the probability that Node X trans- To verify the correctness of the collision model, we also
mits during slofi, ppiam(i, Rx) can be computed as given pysimulated a single-hop network using the Network Simu-

Equation 13 (and as depicted in Figure 9): lator (NS2) [14]. The maximum coverage area of a single
i node is of radius 250 m. The total area is set to 1.5 the cov-
i, Rx) = / t,Ry) dt 13) erage area of a single node to introduce hidden terminals. 16

Potam(i, Rx) i—1 PeLam(t, Rx) (13) nodes are uniformly distributed in each neighborhood. The



TABLE collisions to 40.5% of its value. It should be mentioned that

NETWORKPARAMETERS the difference between the analytical and the simulatien re
sults is mainly because the collision model assumes a fixed
| Parameter Symbol  Value | . . . . . o

e = R mid-range contention window size (256t timg while in

packettime RTS slot time : . o .
CTS packet time Lere 12 slot ime the S|mul_at|0ns_the CW lies in the ranf$4..1023 slot time
Data packet time Lgata 287 slottime (as mentioned in Section I1).
Ack packettime Lack 12 slot time Normalized Throuahnut
Contention window cw 256 slot time 12 ane
Nodes per neighborhood M 16 nodes

o

SN
1

network load was set to a high value to force the nodes’ sendog ..--.......
buffer to be always full. Two sets of scenarios are simulated
in the first, all the nodes have full energy, while in the sec- &7~
ond, the nodes have uniform distribution of the remaining
battery energy. The energy distribution is forced to be fixed *|
from the start to the end of the simulation by assuming that ,|
transmitting, receiving and listening consume no energy.

The average collision probability can be computed as: 0

Worst Case Best Case

Peollision = Z(pcol(i) : p(i)) (15) Fig. 11. Comparison of the Network Throughput
|

wherepg(i) is the probability of collision in slot, defined ~ As proven in [5], the total network throughput is propor-
as the summation d#, andPg in this slot time. Whilep(i) tional to the percentage of time in which the node is suc-
is the transmission probability in slotas defined in Equa- cessfully transmitting;. Figure 11 compares the analytical

tions 12 and 14. and simulation results for the ratio of the average throughp
Normalised Number of Colisions between BLAM and the IEEE 802.11. The results are pre-
14 sented both in the worst-case for BLAM, when all the nodes

are having full energy, and in the best-case for BLAM, when
A mSmteny the nodes are having uniform distribution of the remain-
R ) — R ing energy. As shown in Figure 11, when BLAM is used
the total network throughput is almost equal to the network
throughput offered by the IEEE 802.11. However, it should
P ANNNNY [ — . be noted that, BLAM extends the total network lifetime (as
shown in Section VI), as a result, the network lives longer
and hence, the total number of correctly received packets
(network utility) is increased.

08 1NN
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Worst Case Best Case V1. SIMULATION RESULTS

Fig. 10. Comparison of the Number of Collisions In Section V-C simulation analysis is presented to ver-
ify the correctness of the proposed collision model, where
Figure 10 compares the total number of collisions in the single-hop network with fixed-energy fully-saturated
network in both the worst-case and the best-case for BLANhiform-distributed wireless hosts are simulated. In $eis-
normalized to the number of collision faced when using thten we present simulation results for a real network sce-
IEEE 802.11. As shown in Figure 10, in the worst-caseario.
when all the nodes are having full energy, the number of col-We compare BLAM with two versions of the IEEE
lisionsin BLAM is higher than that of the IEEE 802.11. An-802.11 DCF. The first version is the basic protocol, as de-
alytically, the probability of collision is higher by onl\8%. fined in Section II, we call iBasic 802.11The second ver-
Using the simulation, the number of collisions is higher bgion, which we calModified 802.11applies one modifica-
29.3%. On the other hand, when the nodes are having utibn to the basic protocol: when a fresh data packet arrives
form distribution of the remaining energy, the best case fat a network node, it first senses the medium for a period of
BLAM, analytically, the probability of collisionin BLAM is a DIFS, and if found idle, the station waits a random amount
29.1% that of the IEEE 802.11. Using the simulation anabf time uniformly distributed in the intervgl..(CWhin— 1)]
ysis, the best-case of BLAM decreased the total numberlndfore attempting to transmit this frame.



We used thé\etwork Simulato(NS2) [14] to simulate a Total Number of Colisions
single-hop network that covers an area of 37&5n?, with
32 nodes randomly distributed in this area. A total num- sy
ber of 60 flows are generated, each flow is assumed to bexo| =~ | SRR -~ -
a constant bit rate (CBR) flow. Each flow has the rate of ;0| . [F= W ammmm -
6 packets/source/sec and the packet size is 512 bytes. Fqr, |-~ | = [ 88&
each flow the source and a single-hop-away destination are |
randomly chosen. .

In our simulation analysis we assume that the transmis- " | P
sion energy depends on both the message length and th&"]
distance of transmission while the receive energy is only *1
dependent on the message length. The maximum transmit o'
power of a node is assumed to cover the whole transmission
range (250 m). The receive power is assumed to be appréig- 12. Total Number of Collisions
imately 45% of the maximum transmit power. Initially, all

the nodes are assumed to have full battery level of 5 joules; o . . . .
battery capacity was set to a small value to scale down tAg'°Nd one priority class which might increase in the con-

simulation time. The total simulation time is 1600 second&'?_nt'on probability since the W'ndO_W IS smf'ill_er for _n_odes
the flow sources start transmitting at a time that is randomy{jth 10w battery level. However, this effect is insignifidan
chosen from the start of simulation time up until 800 sedecause it occurs when almost all the Im_ks in the network
onds. A flow stops transmitting at a time that is uniforml;‘?lre broken and no packets can be transmitted.

distributed between the flow start time and the simulation
end time. Simulation parameters are summarized in Table Il.

Basic 802.11 Modified 802.11 BLAM

Network Lifetime (FND)

TABLE Il N e s T

SIMULATION PARAMETERS sl

| Parameter Value | opaanl B 2 e
Number of Simulation runs 10 P
Network Size 375¢ 375n7 SNl B 200 BN 0 e
Node range 250 m ol
Node initial energy 500 | | T T
Number of connections 60 1250

Packet Size 512 bytes _
Transmission rate per source 6 pkts/sec o e — e
Simulation time 1600 sec asic 602 ified 802.

Fig. 13. Network Lifetime (in seconds)

Figure 12 compares the total number of RTS/CTS frame
collisions in the network for the period of the network life- As previously discussed, the prioritized nature of BLAM
time (i.e., until the first node dies). As shown in Figure 12gstricts contention between high-energy nodes and low-
BLAM successfully decreased the total number of collisiorenergy nodes and hence the useful lifetime of the network
by 40% over the Basic 802.11 and by 31% over the Modifigd extended. Moreover, when the number of collisions is
802.11. reduced in the network, less energy is wasted in collision,

At the beginning, all the nodes will have a full batterycollision resolution and retransmission. Thus, the nekwor
and the distribution presented in Figure 5 will have a smdlfetime will be longer. We define the network lifetime as
variance. Therefore, the nodes will pickup comparable vdhe time duration from the beginning of the simulation until
ues for the random deferring time. As a result, initially théhe instant when the First Node Dies (FND). As shown in
number of collisions faced in BLAM should be higher tharrigure 13, the lifetime for BLAM is 15% more than that of
that faced in the Basic 802.11. However, once a node is alhe Basic 802.11 and 9% more than the Modified 802.11.
to access the medium its energy is consumed in transmit-Decreasing the number of collisions and increasing the
ting the data frames and will move towards another priorityetwork lifetime could be easily achieved by forcing the
class where there is no contention. Thus, the node will Ib@des to send less data. However, this scheme would have
able to send its data packets with less collision. It shoutbe drawback of decreasing the network utilization and de-
be mentioned that, towards the end of the simulation, a laoteasing the total number of received packets. BLAM, how-
of the network nodes are depleted from their energy and aeer, does not force the network nodes to send less data,(as
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Fig. 14. Total Number of Received Packets (9]

[10]
proved in the collision model, BLAM and IEEE 802.11 net-
work throughput are almost equal) but rather forces them %
decrease the number of retransmitted control frames (whic
saves energy and extends network lifetime). Moreovét?]
since the network lifetime is extended, as discussed before
then more data packets are able to reach their final destipnat
tions during the useful operation time of the network. Fig-
ure 14 compares the total number of data packets that |
correctly received by the destination application in the¢h
MAC protocols. As shown in Figure 14, BLAM increased®]
the total number of received data packets by 39% over the
Basic 802.11 and by 16% over the Modified 802.11. [16]

[17]

VII. CONCLUSION

In our work we used a collision model to analytically;, g
compare the behavior of BLAM and the IEEE 802.11 DCF
protocols. We showed that the worst case probability of cdf]
lisionin BLAM is 13% higher than that of the IEEE 802.11
DCF, while in the best case a 4 folds improvement in the cgio]
lision probability is achievable. We also showed that BLAM
does not degrade the total network throughput, on the cqpt)
trary, because the network lifetime is extended more data
packets are received. We validated the correctness of
proposed model through simulation analysis for a single-
hop adhoc network.

Moreover, for a single-hop network with 60 flows of CBR
traffic, we show that BLAM when compared to IEEE 802.11
can achieve an 8% increase in the network lifetime and an
increase of about 40% in the total number of received pack-
ets with a almost 50% decrease in the total number of colli-
sions. This indicates that,in a real network traffic, thestor
case of BLAM is not frequent.

REFERENCES

[1] G. Bianchi, “Performance analysis of the IEEE 802.11riisted
coordination funtion,3SAC vol. 18, March 2000.

[2] J. Chen, K. Sivalingam, and P. Argawal, “Performance parison
of battery power consumption in wireless multiple accessquols,”
ACM Wireless Networksol. 5, no. 6, pp. 445-460, 1999.

C. Chiasserini and R. Rao, “A distributed power managetrpelicy
for wireless ad hoc networks,” iEEE WCNGC 2000.

J. Ebert, B. Stremmel, E. Wiederhold, and A. Wolisz, “Aneegy-
efficient power control approach for WLANSIEEE JCN vol. 2,
September 2000.

S. Gobriel, R. Melhem, and D. Mosse, “A unified interfer-
ence/collision analysis for power-aware adhoc networks |EEE
Infocom March 2004.

S. Gobriel, R. Melhem, and D. Mosse, “An energy-efficidfC
layer protocol for adhoc networks,” Tech. Rep. TR-04-116ivir-
sity of Pittsburgh, 2004.

S. Gobriel, R. Melhem, and D. Mosse, “BLAM: An energy-a®a
MAC layer enhancement for wireless adhoc networks,"|EHEE
WCNGC March 2005 [To Appeatr].

J. Gomez, A. T. Campbell, M. Naghshineh, and C. Bisdiki&@on-
serving transmission power in wireless ad hoc networks|CINP,
November2001.

J. Gomez, A. T. Campbell, M. Naghshineh, and C. Bisdiki@ARO:
supporting dynamic power controlled routing in wirelesshad net-
works,”WINET, 2003.

M. J. Handy, M. Haase, and D. Timmermann, “Low energypmda
tive clustering hierarchy with deterministic cluster-tisalection,” in
IEEE MWCN 2002.

W. B. Heinzelman Application-Specific Protocol Architectures for
Wireless NetworksPhD thesis, MIT, 2000.

T. Ho and K. Chen, “Performance evaluation and enhaweceof the
CSMA/CA MAC protocol for 802.11 wireless LAN’s,” iPIMRC,
(Taipei, Taiwan), pp. 392—-396, October 1996.

“IEEE Std 802.11: Wireless LAN Medium Access Control
(MAC)and Physical Layer (PHY) Specifications.” IEEE Startia
Board, 1997.

S. McCanne, “Ns-2 (network simulator version 2).
http://mash.cs.berkeley.edu/ns, 1997.

S. Pattem, S. Poduri, and B. Krishnamachari, “Energgtity trade-
offs for target tracking in wireless sensor networks,”’Aarosensge
April 2003.

C. Price, “Power-aware scheduling algorithms for \&iss networks,”
in MSc thesis, Washington State Universi§01.

M. Pursley, H. Russell, and J. Wysocarski, “Energyeadfit trans-
mission and routing protocols for wireless multiple-hopyerks and
spread-spectrum radios,” BUROCOMM pp. 1-5, 2000.

S. Singh and C. S. Raghavendra, “Power efficient mawmpuodtfor
multihop radio networks,” inREEE PIMRG 1998.

K. Sivalingam, J. Chen, P. Argawal, and M. Srivastau@es$ign and
analysis of low-power access protocols for wireless andil@aim
networks,”ACM Wireless Networksol. 6, no. 1, pp. 73-87, 2000.
H. Takagi and L. Kleinrock, “Optimal transmition ranfge randomly
distributed packet radio terminaldTC, vol. 32, no. 3, pp. 246—-257,
1984.

C. Ware, T. Wysocki, and J. Chicharo, “On the hidden ieahjam-
ming problem in IEEE 802.11 mobile ad hoc networks,”|@C,
2001.

Y. Xu, J. Heidemann, and D. Estrin, “Geography-infodrenergy
conservation for ad hoc routing,” liEEE MobiCom 2001.

URL:



