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Abstract—In a complex, heterogeneous network environment,
such as the Internet, packets traversing different networks may
be subjected to different treatments and may face different traffic
loads across the routing path. This paper addresses the key issue of
how to assign delay budgets to each network node along the routing
path so that the end-to-end delay requirements of the supported
applications are met.

First, we describe a methodology to compute for a given flow a
set of feasible per-node delays for the class of delay-based servers.
We then formalize an optimal per-node delay assignment problem
which takes into consideration the workload across the routing
path. The solution, for homogeneous and heterogeneous networks,
is provided. The resulting solution is optimal, but its implemen-
tation overhead is relatively high. To overcome this shortcoming,
we propose two heuristics, EPH() and LBH(), to approximate the
optimal strategy. EPH() uses the equi-partition concept to compute
initial delay values and adjust these delay values to meet the
end-to-end delay requirements. LBH() uses a relaxation factor to
distribute the load proportionally across all nodes on the routing
path. A simulation-based comparative analysis shows that the
heuristics perform closely to the optimal schemes.

Index Terms—End-to-end delay, packet scheduling, quality of
service (QoS).

I. INTRODUCTION

WITH the ever increasing growth of the Internet, in scale
and heterogeneity, the main challenge faced by current

networks is to overcome the lack of service flexibility of tra-
ditional communication protocols and offer efficient solutions
for quality of service (QoS) guarantees. To this end, two QoS
models, namely IntServ and DiffServ, have been proposed and
extensively studied in the literature. The ability to efficiently
manage networks resources is critical in order to effectively ad-
dress network congestion and end-to-end QoS guarantees. Net-
works must determine appropriate delay bounds, for each router
within the networks, in order to guarantee the end-to-end delay
requirements of the traffic flows. Furthermore, routers must be
able to re-negotiate delays when, due to congestion or node
failure along the flow’s routing path, the network is no longer
able to continue supporting the requested service.
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In most scheduling policies used to service packets, service
provisioning and traffic conditioning policies are sufficiently de-
coupled from the forwarding behaviors within the core network
[5], [13]. The direct implication of this network design choice
is the ability to implement a wide variety of service behaviors.
Consequently, several scheduling schemes can be used to en-
force a desired “per-hop behaviors” for different classes of ser-
vices. These scheduling schemes differ in the strategies they
employ to enforce rate control, the policies they use to service
packets, and the types of delay guarantees they provide. In gen-
eral, the mechanisms used to verify the feasibility of supporting
the QoS requirements of a real-time application on a given path
is based on a set of node feasibility tests. These tests integrate a
packet based workload characterization into the feasibility equa-
tion of the scheduling discipline used to verify the possibility of
supporting the delay requirement by each node on the routing
path such that the end-to-end delay requirement of the applica-
tion is met. Very few of these schemes, however, describe the
mechanisms used to assign either the per-node delay or the ser-
vice rate required across the routing path in order to meet the
end-to-end delay requirements.

The main objective of this paper is to address the question
of how to efficiently assign per-node delays to a new ses-
sion, or equivalently how to assign ’s values to a general
processor sharing (GPS) session along the routing path, so
that the end-to-end delay requirement of the new session are
met without violating the delay requirements of currently
supported sessions. It is worth noting that the paper does not
propose a new packet scheduling algorithm, nor does it seek
to introduce a new calculus to derive delay bounds for a given
packet service discipline. Rather, the paper addresses the delay
budget assignment problem first described in [18], and proposes
a framework within which an optimal, load-based per-node
delay strategy can be developed. To this end, we first propose
a methodology to compute a range of feasible delay budgets
for each node on the routing path, given the flow’s end-to-end
delay requirement and the resources currently available at the
routing node. Based on the computed range of feasible delays,
an optimal, load-based strategy, along with heuristics on how to
assign per-node delays across the routing path, are described.
Both homogeneous as well as heterogeneous networks are
considered.

The rest of the paper is organized as follows. In Section II, we
review the related work. In Section III, a methodology for com-
puting per-node delays is presented. In Section IV, three per-
node delay assignment strategies are described. In Section V,
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the performances of the strategies are discussed and compared
for different types of network environments. The last section
provides the conclusion of this work.

II. RELATED WORK

Several scheduling schemes have been proposed to service
traffic and achieve a desired level of QoS Support [3], [10], [22],
[25]. Some of these schemes seek to maintain a high level of
fairness while reducing the complexity of emulating the GPS
policy [11], [20]. A class of these schemes seeks to simplify
the scheduling algorithm by employing improved data struc-
tures for storing the set of flow priorities [21], [24]. A second
class of these schemes attempts to reduce the complexity of
their emulation by improving upon the virtual time computation
used to simulate the ideal server’s behavior [2]. A third class of
scheduling disciplines, referred to as fair airport scheduling al-
gorithms, maintains an auxiliary and a guaranteed service queue
to dynamically control the level of fairness in order to provide a
flow with differing worst-case delay bounds given without ex-
ceeding the delay bounds by more than what the application can
tolerate [4], [8].

The above schemes are based on the idealized GPS sched-
uling policy and, in most cases, seek to generalize this policy
based on some form of service definition. Very few of these
schemes, however, address the question of how to assign
the proper weight to a new session in a way such that, after
accepting the new session, every session currently supported
by the server is guaranteed its average rate and worst-case
end-to-end delay. An approach, proposed by Parekh [18], com-
putes the largest and smallest values of that would ensure the
worst case delay for the new session and selects the midpoint
of the interval resulting from these extreme points. It is clear,
however, that this strategy may not be efficient.

A class of servers based on the concept of universal curves,
or a derivative thereof, have been introduced [9], [19]. These
schemes seek to support large schedulability regions, given a
set of delay-bound requirements and traffic burstiness specifi-
cations. In this case also the proposed schemes do not specifi-
cally address issues related to per-node delay assignment across
a routing path.

A closely related work to the work presented in this paper pro-
vides algorithms for flow admission control in the context of a
rate-controlled model based on the earliest deadline first (EDF)
scheduling policy [7]. The framework assumes a homogeneous
set of EDF-based servers and derives the minimum delay that
can be guaranteed by a flow. Here again, the scheme does not ad-
dress the issue of how to assign efficiently per-node delays along
a routing path so that a network defined performance metric is
enforced.

III. PER-NODE DELAY COMPUTATION

Based on the traffic specification and the current excess
buffering and processing capacities of a node, the feasibility of
supporting a new flow, without violating the delay bounds of
currently supported flows, can be assessed. In the following,
we first present the flow workload model and the processing

and buffer capacity model. We then proceed to describe the
methodology used to compute feasible delays at a given node.
It is worth noting that the methodology does not seek to pro-
duce exact delay bounds for specific scheduling policies, as
described in [14] and [23]. Rather, the framework seeks to
determine a range of feasible per-node delay budgets which
can then be used to assign per-node delays in a way such that
the load remains balanced across the routing path.

A. Flow Workload Model

The capability of a node to produce a range of feasible delay
values for a given network flow requires a mechanism by which
a node can determine the amount of service time required by
a network flow over a given time interval. Consider a routing
node, , and a real-time flow, , characterized by its maximum
end-to-end delay value, , and its Linear Bounded Arrival
Process traffic rate specification vector, , where is
the number of packets generated over and is the maximum
packet burst size over any time interval, so that the application’s
long-term packet rate is .

The maximum number of packets, , generated by over
a time interval of size can be expressed as

(1)

Let represent the maximum amount of ser-
vice time required to process a packet from flow at node ,
where is the packet size of flow , and is the service rate
at node . Furthermore, given the traffic rate specified by , the
maximum amount of service time required by over an interval
of size can be expressed as .

In the above, s workload is specified by computing the max-
imum number of intervals of size that can fit in and mul-
tiplying this value by the number of packets that can be gener-
ated per interval. This load characterization provides an upper
bound on the amount of traffic generated by flow over a time
interval .

B. Resource Capacity Models

To accommodate a rich mixture of network services and ap-
plications and achieve efficient use of the network resources,
different packet scheduling policies are likely to be widely de-
ployed. In this paper, we consider three classes of scheduling
policies, namely deadline-based, delay-based and first-in-first-
out.

The deadline-based scheduling policy dynamically assigns
priorities to packets based on their deadlines. The packet with
the closest deadline is assigned the highest priority. This policy
has been shown to have a maximum schedulability region for a
given set of delay vectors [12]. The delay-based scheme assigns
priorities to flows so that flows with shorter delays have higher
priorities than those with longer delays. It has been shown
that this policy is optimal among fixed-priority scheduling
algorithms [15]. The first-in-first-out policy, on the other hand,
is simple to implement and widely used among Internet routers.
Its capability to support adequate delay bounds, however, is
limited.
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A closer look at the delay bound characteristics supported
by delay-based network servers reveals that the minimum
and maximum feasible delays are correlated with the amount
of processing and buffer capacities available at intermediate
nodes [6]. Smaller per-node delays reduce the effective buffer
requirements of the network flow but increase its effective
processing requirements. Larger per-node delays, however,
result in increased buffer holding times, which in turn increases
the effective buffer requirements of the flow. Based on the
above observation, the characterization of the smallest feasible
delay bound , of flow at node for a fixed amount of
buffers, becomes a factor of node s excess processing capacity.
Consequently, given a sufficient amount of buffers to hold
flow ’s traffic, can be exclusively determined based on
the amount of processing capacity that can be allocated to

without violating the traffic requirements of the remaining
flows currently supported by node .

On the other hand, the characterization of the largest feasible
delay bound of flow at node , is directly correlated to
the buffering capacity of the node. Assuming that a sufficient
amount of processing capacity is available, the largest delay
value that can be supported by node is exclusively de-
pendent on the amount of buffering capacity that can be allo-
cated to flow without violating the traffic requirements of the
currently supported flows. Consequently, the characterization of

can be achieved based exclusively on node ’s excess buffer
capacity.

In the following, we present models to characterize the pro-
cessing and buffer capacity of a network server. We then show
how these models can be used to derive the smallest and largest
feasible delay bounds, and , respectively.

1) Processing Capacity Service Model: For a given class of
delay-based servers, one can derive a collection of practical and
theoretically sound quantitative methods which can be used by
the server to assess the feasibility of supporting the real-time re-
quirements of a new flow while continuing to guarantee the re-
quirements of currently supported flows. This can be achieved
by computing the utilization of the scheduled activities and com-
paring it to a schedulable bound which depends on the sched-
uling policy used by the server.

Let be a network node which uses a nonpreemptive dead-
line-based scheduling policy to service packets from different
flows, and consider a set of flows, , traveling
through . Each flow is characterized by its traffic specification
vector, and its end-to-end delay . Furthermore,
packets from flow encounter a delay, at node . The sup-
port of flows are feasible at node if

(2)

where is the maximum amount of service time
required by flow over its assigned delay, , at node . The
term accounts for the
nonpreemptive aspect of the packet service at node . It repre-
sents the maximum amount of time a higher priority packet,
arriving just at the instant a lower priority packet gained access
to the server, may be forced to wait before being serviced.

For a nonpreemptive delay-based scheduling policy, the fea-
sibility test to support a set of flows, , at node
can be expressed as

(3)

Note that, the first-in-first-out scheduling policy can be
viewed as a special case where the server can only support a
constant delay value for all flows.

For a given routing node and a set of flows, with de-
lays, , and processing requirements,

, respectively,
the feasibility test for the above nonpreemptive, delay-based
servers can be expressed in a general form as

(4)

where and .
The term denotes the total percentage of ser-

vice capacity which can be allocated to provide
guaranteed service to real-time flows at node , and

represents the
amount of service rate required to account for the nonpre-
emptive nature of the server at node . For a deadline-based
scheduler, the value of equals 1, while for a delay-based
scheduler is .

An amount of the total capacity, , is allocated to support
the real-time requirements of the currently supported flows at
node , while an amount is reserved to account for potential
nonpreemptiveness. The excess capacity, , is the percentage
of node ’s total processing capacity which can be allocated to
support new network flows. At any instant, satisfies

.
2) Buffer Capacity Model: In order to accommodate dif-

ferent types of servers, the buffer capacity model proposed in
this paper considers both work-conserving and nonwork-con-
serving servers. A work-conserving server is idle only when
no packets are awaiting servers, while a nonwork-conserving
server may suspend service even if the traffic queues are not
empty.

In this model, each node is configured with memory to buffer
packets as they are queued for service. The total buffering ca-
pacity determines the total number of packets which can be
queued either in the waiting rooms or service queues at node .
The waiting room is used to absorb the jitter introduced upon a
flow’s packets at the previous upstream node. A packet is con-
sidered early at a given node if the actual time spent at the
upstream node is less than the original delay assigned to the
packet. The earliness of a packet determines the amount of time
a packet is held in the waiting room before it is considered eli-
gible for service and moved to its appropriate service queue. By
absorbing the jitter, the traffic pattern of a flow can effectively
be reconstructed at each switching node to the form it had when
it entered the network.

At any time, an amount of node ’s total capacity is
allocated to accept flows such that no packets are dropped due
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to lack of buffer space. Furthermore, at any time, denotes
the number of excess buffers which can be allocated to handle
packets from future network flows. Consequently,

holds.
The processing and buffer capacity models described above

can be used by a given routing node to derive the smallest and
largest feasible delay bounds, and , for a flow , charac-
terized by its rate specification vector, . These delay
bounds provide a range of feasible delays that can be supported
by the node .

C. Smallest Feasible Delay Value

The characterization of the processing excess capacity is
the basis for the computation of the smallest per-node delay
bound that can be supported by a node. More specifically, let

represent the maximum workload required by a
new flow at node over a potential delay bound . As
described above, the exact criterion for the new flow to be
accepted by a delay-based server at node , without violating
the requirements of the flows currently supported by , can be
expressed as

Substituting by its packet workload-based value,
results in

The term in the above equation denotes node excess
processing capacity, while represents the
processing requirements of flow over a delay . The value

, for which the equality holds, specifies a lower bound
on the delay values node can offer to , based on ’s
current excess capacity and ’s requirements. This value is
achieved by dedicating all node ’s excess processing capacity
to flow .

Noting that if packets can be
processed on time by the server, then
can also be processed on time by the server, the smallest feasible
delay, can thus be expressed as

if

otherwise.
(5)

D. Largest Feasible Delay Value

The upper bound delay, , represents the maximum
total delay a packet from flow can be delayed at node

without causing flow to loose any of its packets and
without violating the buffer requirements of the remaining
flows which are currently supported by node . This delay

encompasses the total time a packet from flow may wait
in ’s waiting rooms and service queues, and can be computed
based on the current excess buffer capacity of node . Taking
into consideration the requirements of currently supported
flows, the buffer capacity constraint at node can be expressed
as

(6)

where denotes the number of buffers allocated to flows
to guarantee that none of their packets are

dropped. Since packets from may be queued in their asso-
ciated waiting room for up to units of time and in the
packet service queue for no more than units of time, the
maximum amount of time a packet from can be queued at
is . Consequently, the number of buffers,

, required to ensure a loss-free service to must
be sufficient to hold the maximum number of packets generated
by over . This number can be ex-
pressed as

(7)

Combining (6) and (7) and isolating the term results in

The above equation holds if

Solving for results in

Let specify an upper bound on delay values node can
offer to , based on ’s current buffer capacity and ’s
requirements. This value is obtained by equating the amount
of buffers, ,
necessary to satisfy the requirements of over a delay

, to the excess buffer capacity, , at
node . Therefore, if , a feasible
value for can be expressed as follows:

(8)

IV. DELAY ASSIGNMENT STRATEGIES

Given a request to establish a new flow characterized by
its traffic rate specification vector and its
maximum end-to-end delay value the methodology presented
above leads to a range of feasible delay values, ,
that can be supported by a given routing node . The objec-
tive is to assign, from within the range of feasible delays, a
per-node delay value for each node along the routing
path, such that the maximum end-to-end delay of flow
is not exceeded. It is clear, that assigning the smallest feasible
delay value at a node along the routing path is not advisable as
it exhausts the entire processing capacity of the node, thereby
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causing the rejection of any subsequent flows. The same obser-
vation can be made with respect to assigning the feasible largest
delay value to the flow, since such an assignment is likely to ex-
haust the buffer capacity of the routing node. Sections IV-A–D,
we propose and discuss more efficient strategies for flexible
delay assignment along a flow’s routing path.1

A. Optimal Load-Based Strategy

Requests for flow establishment arrive to the network and are
processed sequentially. Assume the network receives a request
to establish a new flow characterized by its rate specification
vector and its maximum end-to-end delay value . Fur-
thermore, assume that the routing path is composed of nodes

. A load-based, per-node delay assignment strategy is
said to be optimal if: 1) the per-node delay assignments are fea-
sible across the routing path; 2) the end-to-end delay require-
ments of the new flow are enforced without violating the delay
requirements of the existing flows; and 3) the load at each node
along the routing path is balanced. This assignment will guar-
antee that, for the same workload, heavily loaded nodes will
be assigned larger per-node delays than lightly loaded nodes,
thereby reducing the likelihood of bottlenecks across a routing
path.

The “optimal” delay assignment problem can be formalized
as follows. Find such that
is minimum, subject to and for

. In this formulation, is the current workload at
node just before the new flow request arrives, and is the
workload requested by the new flow over the time period .

Noting that the maximum workload that a node can observe
over an interval of time is , the objective
function of the delay assignment problem becomes

. Furthermore, since
is independent of , the optimization problem simpli-

fies to: Find such that is minimum,
subject to: and for .

In the following, we first solve the optimization problem in
the case of homogeneous networks, where the service rate
for all nodes across the routing path, is the same.
We then describe the more elaborate solution for the case of a
heterogeneous network of servers.

B. Case of Homogeneous Networks

In the case of a homogeneous network, since ,
, the optimal per-node delay assignment problem re-

duces to
Find such that is minimum, sub-

ject to

and (9)

where is the maximum end-to-end delay value of the new
flow, and and represent the lower and upper bound per-node
delay values at node , respectively. It is clear that if

1For notational simplicity, the indexN+1 denoting the flow is dropped when
no ambiguity ensues.

does not hold true then no solution exists to the above problem
and the flow must be rejected. A feasible solution to this problem
is the one that satisfies both constraints of (9) without neces-
sarily minimizing the objective function. A solution is optimal
if it minimizes the objective function in addition to satisfying the
constraints of (9). To arrive at the optimal solution, we initially
disregard the objective function and consider the set of possible
feasible solutions. This set can then be used to determine the
optimal solution.

The optimal solution for the unbounded problem, which does
not necessarily satisfy the constraints of (9), can be obtained
using partial differentiation and solving the resulting linear
equations in variables. The solution can be shown to be the
one in which the delays s are all equal to , a varying
value which we refer to in this paper as the equi-partitioned
value. It is worth noting that this solution is also optimal for the
bounded problem in the trivial case when the equi-partitioned
value lies between all the s and s. It is also clear that any
member of a set of feasible solutions is a solution in which all
the nodes on the routing path of the new flow belong to one
of three disjoint sets, , , and , depending on whether
the node assigns to the new request the smallest delay value, ,
the largest delay value, , or a value in between the smallest
and largest delay values. These observations provide the basic
intuition to arrive at the optimal solution. Prior to deriving the
optimal solution, we prove a theorem that states the conditions
which must be met in order for the solution to be optimal.

Theorem 1: Optimality Theorem: Consider a solution,
, which satisfies the constraints of (9) by

partitioning the nodes into three disjoint sets ,
, and , of sizes , and , respectively,

and assigning values to as follows:

• nodes , ;
• nodes , ;
• nodes ,

.

The above solution minimizes the objective function if

• nodes , ;
• nodes , ;
• nodes , .

Proof: The proof follows from Kuhn–Tucker necessary
and sufficient conditions for a global optimal solution to a
problem with inequality and equality constraints [16]. We first
rewrite the optimization problem in a form more suited to the
application of Kuhn–Tucker conditions

for

for

Given that the functions , , , and are
all convex, the Kuhn–Tucker’s optimality conditions state that a
solution to the above problem is globally optimal if and only if
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there exist a scalar for every ,
and a scaler such that [16]

(10)

We will prove that the solution given by Theorem 1 satisfies
the above conditions, and thus is optimal. Without loss of gener-
ality, assume that ,
and . Hence, the equi-partitioned

value, . For

, we have

Based on the above, we have

From the definition of , we have

Moreover, since for and for
, hence

. This leads to (11).
We also have . There-

fore, (10) can be rewritten as

...

...

...

...

...

...

...

...

...

Using the above, we derive the following:

(12)

(13)

(14)

Fig. 1. Optimal delay assignment.

From (14), we obtain . Thus, for , (12)
implies that

. Given that the solution satisfies for , we
conclude that for .

Similarly, for , (13) implies that
. Given

that the solution satisfies for , we conclude
that for , which proves that
satisfies the Kuhn–Tucker conditions.

1) Optimal Delay Assignment Algorithm: In order to find a
solution to the optimization problem, we first note that a new
flow request is rejected if . The algorithm Opt(),
outlined in Fig. 1, ensures that whenever the new flow request
can be accepted by the network, it is accepted with the smallest
possible increase in the network load.

The input parameters of the algorithm are the delay bounds
and , for each node , along the routing path,

and the maximum end-to-end delay requirement of the new
flow. Using these values, the algorithm distributes optimally
such that the delay, , at each node starting with the source
node minimizes , while satisfying the constraints

and for .
The following three lemmas, which can be proven by simple

algebraic manipulation, capture the variations and bounds on the
value of in the Opt() algorithm.

(11)
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Lemma 1: If and ,
then . That is, when a node is added to in step 2,
the value of increases.

Lemma 2: If and , then
. That is, when a node is added to in step 3, the

value of decreases.
Lemma 3: If and , then

. That is, when a node is removed from in
step 3, the value of increases but stays smaller than

Next, we prove in Lemma 4 that step 2 of algorithm Opt()
adds to every node with smaller than or equal to the
equi-partitioned value of the nodes that are not in . We then
prove in Lemma 5 that, after each iteration of step 3 in Opt(),

contains exactly every node with smaller than or equal
to the equi-partitioned value, and that every node, in has a
value larger or equal to the equi-partitioned value. We finally
use Lemma 6 to prove that at the end of step 3, contains
exactly every node with a value larger than or equal to the
equi-partitioned value. The complexity of the Opt() algorithm is
proven in Theorem 2.

Lemma 4: If the “while” loop in step 2 of Opt() terminates
with , then a node is in if and only if . In
other words, and any with
is in .

Proof: First, note that in step 2. Consider a node
which is added to when . Hence . From

Lemma 1, the addition of any node to at any step leads
to . That is the addition of a node to increases the
value of . Hence, which leads to . This is true
for any node that is added to and thus

. Moreover, the while loop in step 2 does not stop until every
node with is added to . Hence, any with
is in .

After constructing in step 2, the algorithm Opt() con-
structs in step 3. In each iteration of step 3, a node, , with

larger or equal to the equi-partitioned value is added to .
After each node is added to , the equi-partitioned value be-
comes smaller (see Lemma 2) and thus some nodes that are in

may have their upper bound larger than the equi-partitioned
value. The inner loop in step 3 (the Repeat loop) removes such
nodes from .

Lemma 5: Assume that a given iteration of the while loop in
step 3 is entered with and terminates with , where

, then the following holds:

• a node is in if and only if ,
• for any node , .

Proof: Assume that the conditions of the Lemma are sat-
isfied at . That is the following hypotheses are satisfied:

and

any with is in

In an iteration of step 3, a node with is added to
. From Lemma 2, this leads to . Moreover, in

the Repeat loop in step 3, when a node is removed from

for some , we have by Lemma 3 .
But from . Hence, we obtain

Based on the above, and using and , we obtain
the following:

Given that the Repeat loop in each iteration of step 3 does not
stop unless every node in has , we have

Finally, assume that for some node , and yet
. Given that then . Hence, should

have been removed from in the Repeat loop. Assume that
is removed from for some . Because

, then for any other node which
is removed from for . From Lemma 3, the re-
moval of leads to . In other words,
which is a contradiction with the assumption that .
Hence, we obtain the following:

any with is in

We have shown that if the conditions of the Lemma are satis-
fied when an iteration of step 3 starts ( , , and ) then
the conditions are satisfied when the iteration ends ( , ,
and ). Clearly, for the first iteration of step 3, where

is the value of at the end of step 2. Lemma 4 and the fact
that at the end of step 2 proves that , , and

are satisfied at the start of the first iteration of step 3. More-
over, if , , and are satisfied at the end of an iteration
of step 3, then , , and are satisfied at the beginning
of the next iteration. Hence, by induction, , , and are
satisfied at the end of each iteration of step 3.

Lemma 6: At the end of the second loop (the end of the al-
gorithm), a node is in if and only if and a node
is in if and only if .

Proof: The proof is straight forward from Lemma 5 and
the fact that step 3 of the algorithm does not stop until all nodes
with are included in .

Theorem 2: Algorithm Opt() finds a solution which satisfies
the conditions of Theorem 1 in time~complexity

Proof: By construction, the algorithm always updates
such that and always
maintains . Hence by including in the nodes
that are not in , and from Lemma 6, we conclude that
the algorithm finds a solution which satisfies the condition of
Theorem 1.

The first loop (step 2) executes at most times since at most
nodes can be added to . The second loop (step 3) also ex-

ecutes at most times since at most nodes can be added to
. Moreover, each iteration of the inner loop in step 3 (the Re-

peat loop) removes at most one node from , while no nodes
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are added to after the first loop (step 2). Hence, during step
3, at most nodes are removed from . The total algorithm
complexity is thus .

C. Case of Heterogeneous Networks

In the case of a heterogeneous network, the routing nodes op-
erate at different rates, ,: . Consequently,
the per-node delay assignment problem can be expressed as:
Minimize Subject to , , and

.
Note that if no per-node delay assignment is

feasible and the connection request should be rejected. It can
also be noted that if then the optimal solution is

for all nodes , across the routing path,
since increasing for any node causes an end-to-end delay
violation. In the following, we assume that , and
we proceed to derive a solution to the per-node delay assignment
problem in a heterogeneous network.

It should be noted that the requested maximum end-to-end
delay, , should be used in its entirety in order to optimize the
objective function. In other words, assume that there exists a
set of values , which verify the constraints

and . Then it is easy to show that
there exist a set of and a set of , such that ,

; and further minimize the objec-
tive function, thereby negating the optimality of s. This is due
to the decreasing nature of . Based on this
observation and using the fact that , for all ,
the per-node delay optimization problem can be expressed as:
Minimize , subject to: ,
and , where , ,
and .

To solve the above problem, referred to as Opt_LU, we adopt
a technique similar to the one described in [1]. More specifically,
we first introduce and solve two auxiliary optimization prob-
lems: the first, referred to as Opt_E, considers only the equality
constraint, while the second, referred to as Opt_L, takes into
consideration the equality and lower bound constraints, but ig-
nores the upper bound constraints. The solutions of these two
problems will be used to solve the original per-node delay as-
signment problem formalized above.

1) Opt_E Solution: The Opt_E problem does not take into
account the boundary constraints, and thus can be expressed as:
Minimize , subject to .

The application of Lagrange multipliers technique to the
above problem yields

(15)

where is the Lagrange multiplier. Using the fact that
, , and (15), results in

(16)

2) Opt_L Solution: The Opt_L problem can be expressed as

(17)

(18)

(19)

To solve Opt_L, we first evaluate the solution set
to the corresponding problem Opt_E and check whether all
inequality constraints are automatically satisfied. If this is the
case, the solution set of the Opt_L problem reduces to
the solution set, . Otherwise, will be constructed
iteratively as described below.

A well-known result of nonlinear optimization theory states
that the solution of Opt_L must satisfies Kuhn–Tucker
conditions [17]. Furthermore, Kuhn–Tucker conditions are also
sufficient due to the properties of the objective function. For
Problem Opt_L, Kuhn–Tucker conditions can be derived from
(18) and (19) as

(20)

(21)

(22)

where , are Lagrange multipliers. The necessary
and sufficient character of Kuhn–Tucker conditions indicates
that any tuple which satis-
fies conditions (18)–(22) provides optimal values for Opt_L.

One method for solving the optimization problem Opt_L is to
find a solution to the (18), (20), and (21) which satisfies
constraint sets (19) and (22). Iteratively solving the non-
linear equations is a complex process which is not guaranteed
to converge. A more efficient approach to the solution uses the
Kuhn–Tucker conditions (20)–(22) to prove some useful prop-
erties of the optimal solution. The properties derived are then
used to refine the solution of the optimization problem Opt_E.
These properties are captured in the following lemmas.

Lemma 7: If violates some inequality constraints
given by (19), then such that .

Proof: Assume to the contrary that . In this case,
Kuhn–Tucker conditions reduce to the equality constraint (18),
the set of inequality constraints (19) plus the Lagrangian con-
dition given in (14). On the other hand, the set should
satisfy (18) and the Lagrangian condition (15). In other words,
solving Opt_E is always equivalent to solving a set of non-
linear equations which are identical to Kuhn–Tucker conditions
of Opt_L, except fo the inequality constraints, by setting ,
for all . Hence, if there were a solution to Opt_L
where for all , then the solution will be discovered
by Opt_E algorithm described above without the occurrence of
any inequality constraint violations. This is in contradiction with
the assumption that the solution fails to satisfy all the
inequality constraints. Therefore, there exists at least one La-
grange multiplier that is strictly greater than 0.

Lemma 8: If violates some inequality constraints
given by (19), then such that .
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Proof: Assume that , . In this case, (21) implies
that . This implies that is equal to 0, and
the delay budget, , remains totally unused. This violates the
optimality property of the solution.

Let and consider the set
of indices , defined as follows:

(23)

Considering s as reward functions, can be viewed
as the marginal return associated with . The set then
contains the indices of the functions , such as leads
to the smallest marginal returns at the lower bound 0.

Lemma 9: If violates some inequality constraints
then, in , , .

Proof: Assume that such that . In this
case, (21) implies that the corresponding . Based on
Lemma (7), such that . Based on (21), . Using
(20), leads to . Since , the
property of suggests that . But in this
case, we obtain . This contradicts the
assumption that . Hence and by (22) .

The result of Lemma (9) can be used to develop the following
iterative algorithm:

Algorithm
1.

.

2.
;

3. (23)
4.
5.
6.

3) Opt_LU Optimal Solution: Opt_LU is characterized
by the set , the set

of upper bounds, and the end-to-end
delay budget . The optimization problem can be expressed as

(24)

(25)

(26)

(27)

Furthermore, we have and .
Opt_L differs from Opt_LU in the additional set of upper bound
constraints. Consequently, it is easy to show that if sat-
isfies the constraints given by (26), the set is a feasible
solution for Opt_LU, and . However, if an
upper bound constraint is violated, an iterative process, in a way
analogous to the process used to derive , must be used to
remove upper bound constraint violations.

Fig. 2. Opt_LU algorithm.

Let . The set contains
the functions , such that leads to the largest
marginal returns at the upper bounds.

The algorithm Opt_LU(), depicted in Fig. 2, solves the
Opt_LU problem based on successive invocations of Opt_L().
First, we find the solution of the corresponding Opt_L
problem. The solution, if it exists, is optimal for the Opt_L
problem, which does not take into account upper bound
constraints. If the upper bound constraints are automatically
satisfied, is also optimal for the Opt_LU problem.
However, if this is not the case, we first set .
We then update the sets , and the end-to-end delay budget,

, before we proceed with the next iteration.
The correctness of the algorithm can be argued in a sim-

ilar fashion as in the case of the Opt_L problem. Deriving the
necessary and sufficient Kuhn–Tucker conditions for problem
Opt_LU, results in

(28)

(29)

(30)

(31)

(32)

where , , are Lagrange multipliers.
It can easily be shown that if violates upper bound

constraints given by (26) then . A similar argument,
which states that if then , can also be proven.
These two observations can then be used to prove that if the
Lagrange multipliers , , are all nonzero, this implies,
based on (29), that , .

D. Delay Assignments Heuristics

One possible approach to compute suitable per-node delay
values considers the processing capabilities of the node as the
limiting factor, assuming that each node has a relatively large
amount of buffers. These initial values are then adjusted to meet
the buffering requirements of each node along the routing path
without violating the end-to-end delay requirements of the flow.
This policy is likely to achieve a more efficient use of the net-
work resources, which in turn increases the capability of a node
to support future flow requests. The overhead such a policy en-
tails, however, may be prohibitive when the network load is light
and the benefit of reducing the network resource consumption is
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Fig. 3. Equi-partition heuristic.

small. A different approach would be to balance the load across
the routing path in order to minimize the likelihood bottlenecks.
To achieve this goal, the policy assigns larger per-node delay
budgets to highly loaded nodes than to lightly loaded nodes.
This is based on the observation that assigning a large delay
value to a given flow causes a relatively small load increase to
heavily loaded node. In the following, we describe two heuris-
tics, namely equi-partition heuristic, EPH(), and load balancing
heuristic, LBH(). EPH() aims at reducing the processing load
placed by the new flow over the node, while LBH() attempts to
distribute the load uniformly across the routing path. The perfor-
mance of these two heuristics are then compared to the optimal
policy.

1) Equi-Partition Heuristic: The basic steps of the heuristic
are described in Fig. 3. The input parameters of EPH() include
the delay bounds, and for each node along
the routing path, derived from the new flow traffic rate specifica-
tion and the end-to-end delay requirement of the underlying
application.

The approach used by EPH() is to compute two potential
delay values, and , for each node along the routing
path. The first value, , is computed based on the assumption
that each node has a relatively large amount of excess buffer
capacity, and only the processing capacity needs to be consid-
ered. This is achieved by taking the routing path’s excess delay
and distributing it proportionally across all nodes on the routing
path. Therefore, is set to be equal to . In-
creasing the delay value a routing node would support reduces
the effective processing capacity requirements of the node at the
expense of increasing its buffer requirements. Notice that the
sum over of s does not exceed the new flow’s end-to-end
delay requirement, . It is not always the case, however, that

is feasible at each node along the routing path. Due to the
limited number of buffers currently available, a node may not be
capable to support its assigned value . To address this limita-
tion, EPH() computes a second potential delay value , based
on the assumption that the number of buffers available at node
is small, thereby limiting the range of supportable delay values.
Since node must provide enough buffers to potentially hold the
new flow’s packets for at least units of time in their waiting
room, a potential delay bound for the new flow at node can be
set equal to . Therefore, a potential delay value that can

Fig. 4. Load balancing heuristic.

satisfy both the processing and buffer capacities of a node can
be computed as .

A delay value, , which appropriately addresses the node’s
excess processing and buffer capacities, can be set equal to the
minimum of and . If , is not feasible
along the routing path, the procedure attempts to adjust these
values by considering that and as the end-points of a search
interval and attempting to locate a value in this interval that sat-
isfies the feasibility requirement of each node along the routing
path. The search continues, as described in steps 2 and 3 in
Fig. 3, until a feasible value is determined.

2) Load Balancing Heuristic: LBH() attempts to balance the
load along the routing path when accepting a flow request. It
does so by computing the initial lower bound delay values to be
proportional to the nodes’ respective loads and then adjusting
these values such that they lie within each node’s smallest and
largest feasible delay values, without violating the end-to-end
delay requirement of the flow. Based on this strategy, a lightly
loaded node is assigned a smaller delay value and thus takes on
a higher load, while a highly loaded node is assigned a higher
delay value and sees a smaller increase in its load.

In addition to the smallest and largest delay values, and ,
supported by each node along the routing path and
the maximum end-to-end delay requirement, , of the new flow,
LBH() includes the current load, , at node as input parameter.
The heuristic uses the information about the current workloads
of the nodes to achieve a balanced delay assignment across the
routing path. The basic steps of the heuristic are described in
Fig. 4.

Initially, LBH() computes a lower bound delay value to be
proportional to the load of each node along the routing path. If
this value is not feasible, LBH() attempts to adjust this value to
meet the processing and buffer capacities of each node along
the routing path. The procedure used by LBH() to adjust the
initial lower bound delay value assigned to each node is similar
to the one used in EPH(). An upper bound delay value is
computed based exclusively on the node’s buffer constraints. If
the minimum of the two values and is not feasible, a
search procedure to locate a feasible value within the interval

is initiated. The search continues until a feasible value
is determined.
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V. SIMULATION RESULTS AND ANALYSIS

In order to assess the performance of the proposed per-node
delay assignment schemes, several simulation-based studies
were conducted. This is achieved by simulating the behavior of
a general topology composed of switching nodes that are con-
figured with different resource capabilities. The performance
metrics of the simulation include network resource utilization
and the flow acceptance ratio.

In the studies discussed in this paper, the simulated network
was comprised of 20 nodes with identical buffering and pro-
cessing capacities. The network topology was selected so that:
1) it ensures pure randomness in the way the characteristics of
the incoming flows, along with their arrival and their departure
times, were selected; 2) it allows a large number of simulation
runs to be conducted in order to eliminate any probable biased
behavior that could occur during the analysis; and 3) it reduces
the complexity of computing the shortest paths between any two
nodes so the impact of routing on the results is minimized. The
final topology selected can be logically viewed as a bidirectional
ring connecting all nodes in the network.

In all experiments, the profiles of the simulated flows, in
terms of traffic specification, were generated randomly. The
end-to-end delay requirements for each flow was also generated
randomly. However, to accommodate a wide spectrum of flow
requirement specifications, three types of end-to-end delay
ranges were considered. Each range of delays reflects how tight
is the end-to-end delay requirement relative to the range of
delays supported by a node along the routing path. Three cases
where considered, namely stringent, moderate, and relaxed.
In the stringent case, the end-to-end delay requirements of
the flows were randomly generated from within an interval
of . In the moderate case, the delay interval was
extended to , while in the relaxed case, the delay interval
was increased to .

For each new flow request, a source and a destination node
were selected randomly and the shortest path connecting these
two nodes was computed. This path and the profile of the new
flow request were then used by Opt() and the heuristics EPH()
and LBH(), in three different instances of the simulation, to
determine the feasibility of establishing or rejecting the new
flow request. The simulation results have been obtained for two
models, namely Static and Dynamic. In the Static model, the
optimal algorithm and the two heuristics are compared in a sce-
nario where the flows last for the lifetime of the simulation ex-
periment. In the Dynamic model, however, flows are character-
ized by their average inter-arrival rate and their average service
duration. In the following, the results of the optimal algorithm
and the two heuristics are presented and discussed. In order to
nullify biasing, the value of each point in the graphs discussed
below represents the average value of a 100 simulation runs.

A. Static Model Results

Fig. 5 shows the average number of flows accepted against the
number of flows generated for the Opt() algorithm and the two
heuristics. In all three cases, the results show that when the net-
work load is low, the number of accepted flows increases rapidly
with the number of flows generated. As the network reaches

Fig. 5. Average number of successful connections.

Fig. 6. Opt() and EPH() acceptance ratio relative to LBH().

saturation, however, the number stabilizes. As expected, the re-
sults show that the Opt() algorithm outperforms the two heuris-
tics. The performance improvement of the Opt() algorithm over
EPH(), however, is not as significant as its improvement over
LBH().

In order to compare the effectiveness of minimizing the addi-
tional load imposed on the network by the new connection (the
goal of Opt() and EPH()) and the effectiveness of balancing the
load of the new connection among the routing nodes (the goal
of LBH()), we define the relative acceptance ratio of Opt() as
the difference between the number of connections accepted by
Opt() and the number of connections accepted by LBH() relative
to the number of connections accepted by LBH(). The relative
acceptance ratio of EPH() is defined similarly.

Figs. 6 and 7 depict the average relative acceptance ratio of
Opt() and EPH() against the number of flows generated. The
results indicate that when the network load is low, LBH() per-
forms 1% to 4% better than Opt() and 2% to 5% better than
EPH(). This is due to the fact that the processing and buffering
capacities gains Opt() and EPH() achieve is not significant when
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Fig. 7. Effect of end-to-end delay requirements.

Fig. 8. Effect of end-to-end delay near network saturation.

the network load is low. LBH(), on the other hand, manages to
achieve a more balanced load among the routing nodes, which
results in a higher flow acceptance ratio in comparison to Opt()
and EPH(). However, as the network load becomes high, the
gains of Opt() and EPH() become significant and result in a
higher flow acceptance ratio in comparison to LBH(). These
gains range from 15% to 20% for EPH(), and from 15% to 20%
for LBH.

What also emerges indirectly from these graphs and more ev-
idently from Fig. 8 is that at high network load, the average rel-
ative acceptance ratio of Opt() and EPH() increases with tighter
end-to-end delay requirements of the flows. This is due to the
fact that when the end-to-end delay requirements of the accepted
flows are tight, the load imposed on the network is more strin-
gent than when end-to-end delay requirements are moderate.
Consequently, when the QoS requirements are stringent, the

Fig. 9. Effect of the range of the end-to-end delay.

Fig. 10. Average throughput of the dynamic model.

per-flow intrinsic gains achieved by Opt() and EPH(), in terms
of reducing the network load, is higher than the gain achieved
by it LBH(). This enables Opt() and EPH() to accept a greater
percentage of flows with smaller end-to-end delay requirements
than LBH.

Fig. 9 shows the average relative acceptance ratio against the
range of average end-to-end delay requirement at high network
load (4000 requests). The results indicate that at small ranges,
the load balancing feature is incorporated more in Opt() and
EPH() than at moderate ranges thereby enabling them in ac-
cepting a greater percentage of flows at smaller ranges. How-
ever, as the range of the end-to-end delay requirement increases,
the load balancing feature of LBH() diminishes because of the
larger variation in the end-to-end delay requirements of the in-
coming flows. Thus, at higher ranges, the acceptance rate of
Opt() and LBH increases more than at moderate ranges and re-
mains more or less the same at even higher ranges.

B. Dynamic Model Results

In this case, flows are generated dynamically. Each flow re-
mains active for a certain period of time, after which the flow
terminates and releases all the resources across the routing path.
The results of the this study are depicted in Figs. 10–12, respec-
tively.
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Fig. 11. Relative acceptance ratio of the dynamic model.

Fig. 12. Effect of average service time.

Fig. 10 shows the average throughput for Opt(), EPH() and
LBH() against the average arrival rate of the flows. As the figure
indicates, the increase in the average throughput with the av-
erage arrival rate is more pronounced in LBH() than in Opt() and
EPH() at low arrival rate (low network load). Opt() and EPH()
perform better than LBH() at high network loads.

Fig. 11 shows the average relative acceptance ratio of Opt()
and EPH() (over LBH()) against the average arrival rate of the
flows. Similar to the static model, LBH() performs better than
Opt() (by less than 0.5) and EPH() (by less than 1) when the
network load is low. As the arrival rate increases, similar to the
case of a static model, Opt() and EPH() perform better than
LBH() when the network load becomes high. The performance
improvement of Opt() is around 5, while EPH() outperforms it
LBH() by 4.5.

Fig. 12 depicts the average relative acceptance ratio of Opt()
and EPH() over LBH() against the average flow service time,
for an average connection arrival rate of 100 connections per
second. As is expected, the acceptance ratio increases with
the increase in the average service time. This happens because

greater service time of the flows implies that these flows con-
tinue to stay in the network occupying the resources of the
network for longer durations of time. Therefore, before they
depart, more new flows come and are either accepted or rejected
by the network. If accepted, then, they will also be occupying
the network resources for longer periods of time. Consequently,
the network load builds up and as explained before, this favors
Opt() and EPH() to perform increasingly better than LBH()
with increasing network load.

VI. CONCLUSION

In this paper, we proposed a methodology to compute feasible
delay values for different classes of scheduling strategies. We
also described an optimal algorithm and two heuristics which
can be used to assign feasible delay values so that a specific
objective is achieved. A set of simulation experiments were de-
veloped and used to compare the performance of each scheme.

The results show that the optimal algorithm produces higher
flow acceptance ratios than the two other schemes. For lightly
loaded networks, however, the results show that the computa-
tional complexity of the optimal algorithm may not be warranted
and simple heuristics usually lead to highly acceptable results.
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