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• Sensors: limited EVERYTHING!  

 

 

 

• Challenges: 
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Honest-but-Curious 

1. Each sensor  ni  encrypts its value  vi  as   ci = vi + gi(ki) mod M, and sets its 

corresponding bit in the P-Vector. 

2. The  resulting  ci  values  are  aggregated  using  the Cascaded  RideSharing   

     protocol,  which  results  in  the  sink receiving the value  C = ∑i ci mod M. 

3. The sink computes the aggregate key value  K = ∑i gi(ki) mod M for each i Є P- 

     Vector.  

4. The   sink   extracts   the   final    aggregate   value  V = ∑i vi = C − K mod M. 

Comparison of four protocols using the CSIM simulator [3]: 

1. Spanning-tree: no fault tolerance, but efficient for power! 

2. Cascaded RideSharing 

3. Our confidentiality-preserving fault-tolerant aggregation protocol 

4. Our protocol with state compression 

Quiet infiltrators 

1- Effect of Link Error Rate 2- Effect of Participation Level 3- Effect of Network Density 

Parameter  Value Ranges 

Total number of nodes  300, 400, 500, . . . ,1000 

Link error rate  0.05, 0.10, . . . , 0.35 

Number of primary + backup parents  max(3) 

Participation level (% of nodes reporting values)  1.5%, 2.5%, 5%, . . . , 25% 

SIMULATION  PARAMETERS 
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Conclusions 

Comparison metrics : 

1.  Average relative RMS error in aggregated results 

2.  Average energy consumed per node per epoch 

3.  Average message size transmitted per node per epoch 

•  New privacy-preserving and fault tolerant in-network data aggregation protocol. 

 

•  Improvement of 48.2% in the root mean square (RMS) error of the final aggregate  

   result over the spanning tree schemes (error rate up to 35%). 

 

•  Only 7.1% and 3.6% increases in the average message size and average power  

   consumption over the  RideSharing scheme. 

 

•  Maximum incurred power consumption overhead was 25% (with 100% node  

   participation). 

Results 
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