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Abstract—One of the most important parts of search engines
is the ranking unit. Many different classical ranking algorithms
based on content (such as TF-IDF and BM25) and connectivity
(such as HITS and PageRank) have been used in web search
engines to find pages in response to a user query. Although
these algorithms have been developed to improve retrieval
results, none of them can take advantage of power of contents
as well as useful link structures. Thus, it remains a challenging
research question how to effectively combine these available
information to maximize search accuracy. In this study, we
investigate the application of different ensemble models in
ranking algorithms. Some of them are simple such as Sum,
Product and Borda rule, and the others are more complicated
methods. We present three complex ensemble approaches. The
first one is OWA operator to merge the results of various
ranking algorithms. In the second approach, a state-of-the-
art method, simulated click-through data, is used to learn
how to combine many content and connectivity features of
web pages. Moreover, we present a modified version of SVM
classifier customized for ranking problems as the third complex
fusion approach. The proposed methods are evaluated using
the LETOR and dotIR benchmark data sets. The experimental
results show that in most of the cases ensemble methods give
better results and the improvements are very encouraging.
These results also show that the OWA and SVM fusion methods
are promising respect to other ensemble models.
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I. INTRODUCTION AND RELATED WORK

The fast growth of the World Wide Web and the need of
acquiring accurate information have attracted much attention
in research on web search engines. Since users usually prefer
to look at top retrieved results, ranking the web pages to
end up with top appealing pages is one of the main issues
in search engines. Ranking algorithms generally classified
into two main groups, content based methods such as TF-
IDF [1] and BM25 [2] and connectivity based methods such
as PageRank [3] and HITS [4]. Each of these methods
only considers one type of information and none of them
fully take advantage of all the available information. But
intuitively, all information can be potentially exploited; for
example, both content and connectivity may be useful.

More recently, there has been a lot of interest in com-
bining content with the link structure information. Several
ranking methods that combine these features have been

developed to improve retrieval results [5], [6], [7], [8], [9],
[10], [11], [12], [13]. Some researchers have used machine
learning techniques to automatically construct a ranking
function from training data, such that the function can sort
documents according to their degree of relevance to the
query. They have used different supervised methods in this
direction, namely neural networks [6], genetic programming
[12] and support vector machines [7][13]. In addition, some
other solutions take advantage of useful information in query
logs such as user clicks to maximize search accuracy [8][14]
[10][11][15]. Generally, these methods use click-through
data for training, for example Joachim [8] has proposed a
learning algorithm based on support vector machine using
click-through data and Zareh et al. [10] have developed an
adaptive ranking method called “A3CRank” by using user
clicks to merge results of ranking algorithms.

In this work, we apply different ensemble methods to
combine content and link information, which can fully
take advantage of content and connectivity information in
a principled way. Among these ensemble methods, some
are simple such as Sum, Product and Borda rule, and the
others are more complicated. We present three complex
combination approaches. As the first complicated ensemble
method, we use Ordered Weighted Aggregate (OWA) fusion
operator [16] to learn how to combine results of various
ranking algorithms.

In the second approach, we use simulated click-through
data to aggregate content and connectivity features of web
pages. In order to find an appropriate weight to each feature,
we follow the general procedure proposed in [11]. Zareh et.
el, in [11] present a method to find the best combination of
various features of web pages using simulated user clicks.
In their work, they combine two features at each stage,
one of them is result of the best combination of previous
features and the other is the next feature. The result of two
combinations are interleaved and the best combination is
found by the clicks of simulated user.

In the third approach, we present a modified version of
SVM classifier proper for ranking problems. Its basic idea
is to use value of classification instead of the class sign.

In our experiments, we evaluate several ensemble meth-
ods, specially the proposed complicated methods with two
recently constructed benchmark collections. As the basic



assessment, we use LETOR benchmark from Microsoft
Research [17] which is derived from the existing English
test collections. Moreover, we evaluate our solutions by a
newly constructed web test collection on Iran web, dotIR
benchmark [18], which is released by Iran Telecommunica-
tion Research Center (ITRC) [19].

The experimental results show that using LETOR collec-
tion, almost all ensemble methods improve search accuracy
respect to the basic features. Specially, OWA and SVM
ensemble methods give the most promising results. On the
other hand, our work, which is, to the best of our knowledge,
the first work on dotIR collection shows special characteris-
tics of the collection. The experimental results show that the
accuracy of complicated methods are as effective as current
BM?25 feature. Furthermore, we provide some analysis on
the collection and discuss the different behavior of the two
collections based on the applied ensemble methods.

The rest of the paper is organized as follows. We explain
the details of used ensemble methods in section 2. We
present the experiment results and analysis in section 3 and
finally bring the conclusions and future work of our study
in section 4.

II. ENSEMBLE MODELS

In this section, we will briefly introduce several ensemble
methods applied in this work. In order to examine the
performance of these ensemble methods, we apply them
on the extracted features from Letor [17] and dotIR [18]
datasets.

A. Sum Rule

In this method, we add values of different methods
together. Since these values may be in different ranges, we
also use the normalize sum, in which, the values are first
normalized and then accumulated. Considering each of the
basic features as the output of different learning model, using
Sum rule and averaging out the final result, we can decrease
the variance error of learner such as in the bagging ensemble
method [20].

B. Product Rule

In this method, in order to obtain the fused output, we
multiply different values together. Since these values may
be in different ranges, we normalize them at first and then
multiply the normalize values. Intuitively, by scaling the
output of each basic approach and considering it as the
probability measure we obtain the posterior probability using
the multiplication of each probability value assuming the
independence constraint between the information sources.
Actually, in Sum and Product models, the final ranking
is calculated based on combination of basic information
resources. In this sense, we can say that these methods use
low level fusion approaches in order to combine the basic
information resources.

C. Borda Rule

The Borda rule is a high level fusion approach. In this
method to calculate combination of ranking from different
information resources, we add ranking vectors of these
features in the same order. Then the final ranking will be
calculated from the sorted vector of obtained results.

D. Ordered Weighted Averaging

OWA operator is one of the advanced fusion operators
which maps a vector of size n different values to a single
fused value using a normalized weight vector. This fusion
operator actually has the capability of spanning the whole
averaging operator’s domains [16]. In OWA method, if
A = [ay...a,] is our page vector and W = [wq, wa, ...wy)
is the OWA weight vector in which Z;l:l w; = 1, the
result of aggregation is f(a1,...,a,) = > 7_; w;b;, where
< by, ..,b, > is the sorted permutation of elements of vector
A. There are many different OWA operator based on the
learning algorithms on the weight vector W. We use the
Exponential OWA operator to find the weights of each vector
as the following.
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Where parameter A belongs to the unit interval 0 < A < 1.
Experimentally, we have found that A = 0.3 is suitable for
the aggregation of the results same as [10].

E. Support Vector Machine

In this part, we establish a brief background on the
theory of SVM and its modification customized for ranking
purpose. Given a linearly separable set of points D =
{(z4,¢;)|X; € R™,¢c; € {—1,1}} Y, the optimal separating
hyper plane, the hyper plane with the largest margin, can be
obtained by solving the following optimization problem:

Minimizing : iww (D)
Subject to:
cilw.xz; +0)>1,i=12,..,N 2)

If the set D is not linear separable then the above optimiza-
tion problem has no solution. In this case, we use the idea
of soft margin method for the classification purpose. This
method introduces slack variables, &7, which measures the
degree of misclassification of the data point x;

cilw.z; +b) >1-¢&,i=1,2,.... N 3)

The objective function is then increased by a function
which penalizes non-zero {7, and the optimization becomes
a trade off between a large margin, and a small error penalty.



If the penalty function is linear, then the optimal solution can
be obtained by solving the following optimization problem:

N
1
Minimizing : W +C z_; & “)
Subject to:

The Idea of SVMs can be generalized simply to the non-
linear discriminative classifier by mapping the input vector
into a high dimensional feature space using the trick of
kernel functions which is an inner product in the new space.
Typical kernel functions are polynomial kernels, radial basis
kernels and wavelet kernels [21].

In the fusion of different basic ranking methods using the
Support Vector Machines, in order to obtain a ranked list
in the output of SVM fusion model, we used the distance
of a data point from the discriminating hyperplane as the
measure for relevancy of a page to a specific query. It means
that a page would be relevant to a query if it will lay on
the positive side of maximum margin hyperplane in the
feature space. Moreover, intuitively the more distant from
the discriminative hyperplane the more relevant the result
will be.

F. Simulated Click-through Data

In this section, we describe the general idea of simulated
click-through data ranking ensemble algorithm which is used
as one of the complex ranking ensemble methods in our
experiments. The main idea is to use the simulated clicks of
the users on the retrieved results to find the best combination
of basic ranking results. As the user clicks on a page are
based on its relevance, we need a function for relevance. In
the basic simulated click-through data model proposed by
Radlinski and Joachims [22] the contents and relevance of
documents are simulated, while we use real documents and
actual relevance judgments from LETOR and dotIR datasets.

In ensemble model of ranking algorithms we usually use a
linear combination of different basic ranking model’s output
as the final result of ranking. The general linear ranking
combination formula is given in equation 6 where wy (i)
denotes the normalized weight of the result ¢ in feature f
and m is the number of features. The results are sorted
in decreasing order by w(i) and shown to the user. The
normalized vector C gives the coefficients of features in
which ¢y is the coefficient of feature f [11]:

w(i) = Zcf *wp(1), Zcf =1 (6)
7=1 f=1

Generally, finding the optimum vector C is an NP-hard
problem. There are some solutions in the literature to find
the suboptimal vector using a feasible time algorithm. To
overcome this problem in the simulated click-through data

model, instead of choosing all features together, we choose
a feature and combine it with results of the previous combi-
nation using an iterative greedy algorithm. In this method,
to compare the performance of two different combination
coefficient at each iteration, the combination functions will
be evaluated by interleaving the results of the current combi-
nation with the best combination found so far and presenting
the interleaved list to the user. Then the user clicks will be
used to find the better combination. For implementing this
method we used the algorithm presented by [11]. Actually,
the solution that we will find would be a suboptimal solution
to the problem, however the running time of algorithm would
be linear.

III. EXPERIMENTS AND RESULTS

In this section, we report our experiments on applying sev-
eral ensemble methods and analysis of their accuracy. In our
experiments, we use two benchmark data collections, Letor
[17] and dotIR [18] collections, which are constructed for
research on information retrieval and are publicly available.
They also contain some extracted features that make them
to be useful for evaluation of ranking algorithms.

A. The Datasets

1) LETOR data collection: As our basic data set, we
use a benchmark collection called LETOR [23] released by
Microsoft Research Asia. Since its release, it is widely used
in information retrieval research community for evaluation
of learning to rank algorithms. It is constructed based on
the existing datasets and query sets, namely, the “Gov”
and OHSUMED corpora. We use 50 TREC-2003 queries
on the “Gov” corpus. In LETOR, for each query-document
pair, 64 various features are extracted including classical
content based methods such as BM25 [2] and language
model [24], connectivity based methods such as PageRank
[3] and HITS [4], combined features proposed recently such
as probabilistic relevance propagation [5], and low-level
features such as TF and IDF.

An important advantage of using this collection is that it
is created carefully for the purpose of evaluating learning
to rank algorithms with a significant number of extracted
features available for quantitatively comparing different
methods. Since we use several ensemble methods to combine
basic features of documents, LETOR seems to be a suitable
dataset for our experiments. The LETOR package contains
queries, relevance judgments, the extracted features, and
some tools to compute the accuracy of the newly proposed
ranking algorithms.

2) dotIR data collection: More recently, a benchmark
collection called dotIR [18] is released by Iran Telecommu-
nication Research Center (ITRC). The dataset contains the
contents of the web pages, queries, and human judgments
on the retrieved documents with respect to the queries.
There are 997,462 web pages, 50 queries and around 18,000
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labeled (relevant or irrelevant) documents for each pair of
query and document. Same as LETOR, 56 various features
are extracted from dotIR collection. So, it can be another
promising evaluation dataset for our presented ensemble
methods.

B. Result Analysis

The main research question we want to answer is whether
applying our proposed ensemble methods based on con-
tent and connectivity based methods would improve the
performance. The problem of ranking of web pages has
been studied extensively. Most existing studies of ranking
algorithms focus on machine learning techniques, but there
is not a comprehensive study to compare different algorithms
on standard datasets.

To answer this question, we combine four different basic
features with several ensemble methods and compare their
performance on two benchmark collections. As the four

basic features, we consider two classical content-based fea-
ture: TF-IDF [1] and BM25 [2], and two basic connectivity-
based features: PageRank [3] and HITS [4]. Although this
selection may seems to be a small portion from the big
set of features, we were made to choose them. Because the
other features are either too complicated and extracted for
comparing the newly proposed methods or too simple for
using as a combination feature. We use precision at different
cut-off points (P@n) and mean average precision (MAP) for
comparison.

1) Experiments on LETOR Data Collection: Figures 1
and 2 compare the performance of different ensemble meth-
ods with performance of the basic features on the LETOR
collection. Figure 1 has been split in two charts in order
to be more readable. As can be seen, the performances of
proposed ensemble methods (right chart) are much better
than the performance of basic features (left chart).

Also, Figure 1 shows that the simulated click through
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data, SVM based fusion and OWA methods are the three
best fusion approaches which have the most improvement
in the final results. Furthermore, in figure 2, we compare
the mean average precision of the different methods on
the TREC-2003 of Letor benchmark. Although the mean
average precision of the SVM based fusion is better than
other fusion methods, as one can see in Figures 1 the OWA
and simulated click through data fusion methods works
slightly better than SVM for the high number of retrieved
pages. However, the SVM based fusion and OWA fusion are
more promising respect to other fusion methods.

2) Experiments on dotIR Data Collection: The extracted
features of dotIR collection are the same as Letor. So we
just apply our methods on this new dataset. Figures 3 and
4 compare the performance of different ensemble methods
with the performance of the basic ranking methods as done
in the previous experiment. As can be seen, these results

have different behavior than the LETOR results. Since the
accuracy of BM25 feature is very high, we can conclude that
the content-based methods seems promising on this dataset.
On the other hand, the performance of PageRank feature is
relatively low. This may be as the result of the out-links
removal. Since this collection is built by sampling the .ir
domain, there are many broken links that should be omitted
and they have direct influence on the PageRank accuracy.

In the right side of figure 3, we compare the results
of ensemble methods. Some methods, such as weighted
sum, have obtained almost the same result as the other
methods. Thus, we have omitted them from the figure, in
order to increase readability. As the figure shows, SVM and
Sum methods give better results than the other ensemble
methods. However, none of them is as accurate as BM25
in all the cases. In addition, mean average precision of
BM25 is strangely high (it is almost 0.53). This means



that more research needed to be done on dotIR collection
since its behavior is not same as the other standard IR test
collections’.

IV. CONCLUSION AND FUTURE WORK

In this work, we used different ensemble models such
as Sum, Product, Borda rules and OWA, SVM and simu-
lated click-through data methods to combine basic ranking
features. Overall, we see that the ensemble methods are
reasonable and all these specific fusion algorithms can help
improve search results. The LETOR and dotIR benchmark
datasets have been used for evaluation. Moreover, the results
show that, more research needed to be done on the newly
built dotIR collection. These models could also be applied
to other collected real data sets such as Yahoo! learning to
rank competition but that remains as future work.
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