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ABSTRACT
The number of attacks against large computer systems is
currently growing at a rapid pace. Despite the best efforts
of security analysts, large organizations are having trouble
keeping on top of the current state of their networks. In
this paper, we describe a tool called NVisionIP that is de-
signed to increase the security analyst’s situational aware-
ness. As humans are inherently visual beings, NVisionIP
uses a graphical representation of a class-B network to al-
low analysts to quickly visualize the current state of their
network. We present an overview of NVisionIP along with a
discussion of various types of security-related scenarios that
it can be used to detect.

Categories and Subject Descriptors
C.2.0 [Computer-Communication Networks]: General—
Security ; H.5.2 [Information Interfaces and Presenta-
tion]: User Interfaces; K.6.5 [Management of Comput-
ing and Information Systems]: Security and Protec-
tion—invasive software

General Terms
Security, Management, Human Factors

Keywords
NetFlows, security system state, security visualization, sit-
uational awareness

1. INTRODUCTION
In recent years, the number of security incidents reported

per annum has increased at an exponential rate [3]. Each of
these incidents may involve multiple sites and within each
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site, it is highly likely that a large number of machines may
fall under attack. The job of the security analyst is compli-
cated at best, involving the use of multiple tools to attempt
to gain an understanding of the current state of the network.
As the number of security incidents continues to increase,
this task will become ever more insurmountable, requiring
extreme vigilance on the part of security personnel.

Perhaps the main reason that the task of network secu-
rity monitoring is so difficult is the lack of tools to provide
a sense of network situational awareness. The Department
of Homeland Security defines situational awareness as “the
ability to identify, process, and comprehend the critical ele-
ments of information about what is happening to the team
with regards to the mission [28].” While the notion of situa-
tional awareness has been around for some time in military
combat scenarios, it is a relatively new development in the
field of computer security.

The best means of presenting a security analyst with enough
data to form a cohesive picture of what is happening in their
network is through the use of visualization. Humans are
by nature visual beings and are capable of processing large
amounts of data through maps and data plots. In fact, there
is no more powerful method of presenting large amounts of
information than through visual data maps [27].

While people have mapped the structure and content of
the Internet since its inception [4], applying these maps to
security analysis is a relatively new endeavor. The tool that
we discuss is called NVisionIP [12, 31, 13]. NVisionIP and
its sister application VisFlowConnect [29] have been devel-
oped over the past two years as part of the Security Inci-
dent Fusion Tool (SIFT) project at NCSA [22]. The SIFT
project aims to discover security incidents from source data
assembled from heterogeneous sources through the use of
visualization and data-mining techniques.

NVisionIP utilizes Argus NetFlow data [1] to present a
visual representation of the traffic on an entire class-B IP
network on a single screen. The visualization presented is
based upon either the number of bytes transmitted or the
number of flows to or from the hosts on the network and can
be filtered based upon a number of attributes useful in cat-
egorizing security incidents. In addition to this global view
of the network, the user can “drill-down” to view statistics
about a small subset of hosts and again from there to view
detailed information about a single host. This functionality



is all presented through a single user interface that allows
the security analyst a single place to look for an overview of
the current state of the network.

The rest of this paper is organized as follows: Section 2 de-
tails necessary background and provides an introduction to
important related work; Section 3 discusses the implemen-
tation of NVisionIP, including an overview of the system ar-
chitecture and deployment scenarios; and Section 4 presents
a sampling of some attack and misuse scenarios that our tool
can be used to detect. In Section 5 we will present our con-
clusions and then end the paper with a discussion of future
work in Section 6.

2. BACKGROUND AND RELATED WORK

2.1 Situational Awareness and Visualization
As a means of detecting what is currently happening in

the network, administrators have traditionally relied on in-
trusion detection systems (IDSes). There are two classes
of IDSes that are in widespread use: network-based ID-
Ses and host-based IDSes. Network based IDSes, such as
Snort [24] work by monitoring packets as they traverse a
network. Host-based IDSes, as in [18] and [10], monitor the
events taking place on a single host. Depending on the par-
ticular IDS deployed, these systems could either raise alerts
when a known attack signature is recognized or when an
anomalous usage pattern is detected. If the IDS finds an
exceptional event, a notification is raised. This can take the
form of an email to an administrator or an event written to
a log file.

There are several shortcomings to relying on IDSes to pro-
vide a sense of situational awareness in a large network.
First, the range of attacks that can be detected is usually
limited to known attacks that match a certain signature.
Second, in systems that detect anomalies, the rules used by
the system need to be tuned to minimize the number of false
positives while not allowing too many attacks to go unde-
tected. Lastly, if a large network is under heavy attack,
the number of alerts that are sent to the administrator of
the system can be overwhelming. For instance, at our in-
stallation, a group of computers recently came under attack
and their administrator received in excess of 4000 alerts in
a one-day period from a highly-tuned IDS. This amount of
information is unnecessary and hinders the productivity of
an administrator trying to manage the systems being at-
tacked. To help address this problem, there are commercial
products available to visualize these events, such as [25, 20].

In addition to the work done on visualizing IDS events,
researchers have put much effort into visualizing events that
take place on a single system of interest. In [6] and [7] the
authors present a system to visualize the traffic into and
out of a host of interest. Different types of connections are
represented as various types of graphic arrows pointing into
a host node. Based upon the characteristics of the arrows,
users can determine if usage patterns are potentially attack
related.

In [11], the authors present a tool to help automate the
task of analyzing intrusions to a single host. Starting from
a single event of interest (deletion of a file, creation of an ac-
count, etc.), the tool creates a graph of events that precede
the event of interest. By backtracking through connected
events, it is possible to start with the symptom of an in-
trusion and use the graph to find the point at which the

intrusion took place. There is, however, quite a high log-
ging overhead when using this system.

People have been mapping the Internet since it was in-
carnated as the ARPANET [4]. Some of these maps docu-
ment the physical locations of computers and communica-
tion lines, while others focus on connectivity patterns and
traffic volumes. To date, many researchers and corporations
use tools such as OPNET [17] and ns–2 [16] to analyze the
networks that they administer and model protocols that are
under development. While these tools are useful for mod-
eling and simulation, they do not provide a means for real-
time analysis of the traffic currently in the system.

In addition to mapping networks, numerous research projects
have focused on monitoring networks to visualize traffic.
In [26], BGP routing data has been visualized to look for
security incidents on the Internet. This work does not pro-
vide a sense of situational awareness of a particular network
as it analyzes traffic between autonomous systems.

A new tool to enhance situational awareness is the Spin-
ning Cube of Potential Doom [14]. This tool represents net-
work traffic as points in 3D space. The addresses of the
network being monitored lie on one axis, all possible source
IP addresses lie on a second axis, and the third axis rep-
resents port numbers. The color of the points represent
different characteristics of the traffic flows on the network.
This presentation is similar to that of NVisionIP, though
it tends to be more “busy.” While it manages to visualize
large trends in the network, users cannot interact with the
visualization to refocus the display or drill down to explore
events of interest in greater detail.

2.2 NetFlows
NetFlows are records that represent aggregate traffic be-

tween two hosts. The information saved in a NetFlow record
includes the IP address and port numbers of the source and
destination, the protocol type of the traffic, the volume of
traffic sent and various other attributes.

NetFlow data is collected at a granularity that is optimal
for tools that aim to enhance network security or provide
network situational awareness. Rather than becoming over-
whelmed by trying to examine each packet that traverses
the network, NetFlows allow the security analyst to look at
higher-level trends of traffic flow across the network. These
trends can reveal interesting patterns that may otherwise
be “lost in the noise” if analyst was to try to examine raw
packet traces. At the same time, they provide enough in-
formation to be useful, rather than a completely aggregated
summary of traffic on the network such as “we saw 10 million
requests today.”

Some uses of NetFlow information for security monitoring
have previously been explored and documented [5]. To this
end, several tools have been developed to aid in exploiting
this information source, such as those discussed in [8], [15],
and [19]. These tools tend to work well for analysis of se-
curity properties on some level, but do not provide a sense
of situational awareness. Some present information at too
high of a level, while others will find nearly every minutiae–
so long as the analyst knows exactly what they are looking
for. In the next section we will explain how our tool, NVi-
sionIP, is an improvement upon previous tools and allows
the security analyst to get a “big picture” view of what is
happening in their network and proceed from there to find
any details of interest.



Figure 1: The NVisionIP user interface (with magnifier activated in galaxy view)

3. NVISIONIP IMPLEMENTATION
In this section we present our tool for visualizing the state

of a network, NVisionIP, in detail.

3.1 System Architecture
NVisionIP was developed in Java and runs inside of the

Data-to-Knowledge (D2K) data mining software package [9].
D2K provides a drag-and-drop programming environment
where components developed by the user can be integrated
with data mining and visualization components provided as
part of the system. In NVisionIP, we use D2K to read the
NetFlow data from the flow file of interest. D2K then passes
this information to a component developed in-house which
computes statistics of interest about the data. After the
statistics have been computed, we create and display the vi-
sualizations of interest, using the D2K framework. As the
user interacts with the program, parts of this data-path can
be repeated, allowing more data to be processed and visu-
alized. For further detail about the system architecture of
NVisionIP, see [2].

3.2 Deployment Scenario
Typically, networks will have multiple routers capable of

recording NetFlow data. In this instance, flows are recorded

Figure 2: The galaxy view filtering options

at each router and sent over UDP to a central collection
point that aggregates the flow data into a single flow file.
By combining flows from multiple points in the network, se-
curity analysts are able to get a picture of what is happening
throughout their network, rather than focusing on isolated
points. For this reason, NVisionIP uses aggregate flow files
to visualize the activity on the network.

3.3 User Interface
The main strength of NVisionIP lies in its user interface.

The network can be visualized at three levels of granular-



ity, each of which will be discussed in greater detail below.
Figure 1 shows the NVisionIP user interface. Through this
interface, the user can activate a filtering dialog that limits
which host’s data flows are visualized. Flows can be filtered
based upon any combination of IP address (source, destina-
tion, either, or subset), ports (source, destination, either, or
subset), protocols (all or subset) and display type (number
of flow records or byte count). Uses of these various filtering
capabilities to detect attacks and misuses of the network are
discussed in Section 4. Figure 2 shows NVisionIP’s filtering
dialog box.

Galaxy View
The broadest possible view of the network is the galaxy view,
shown in Figure 1. The galaxy view gives a visual picture of
the current state of an entire class-B network. All subnets of
the network are listed along the top axis of the galaxy view,
while the hosts in each subnet are listed down the vertical
axis. For instance, if the top two octets of the network being
monitored are 141.142, then the point located at (122, 45)
would represent some traffic characteristic of the host whose
IP address is 141.142.122.45. In addition to visualizing the
current state of the network, the galaxy view can animate
traffic collected over some period of time.

When designing the galaxy view layout, we considered a
number of different potential layouts. Three such layouts are
shown in Figure 3. The first representation among the three
possibilities is the current galaxy view, in which hosts are
laid out in a subnet × host coordinate system. Each host
is colored depending upon some characteristic of interest.
This presents an intuitive view of the network, in which any
visual anomaly that can be detected can be mapped to the
corresponding host or hosts immediately.

The second option is a more logically oriented view of the
network. Rather than using the coordinate system described
above, hosts are clustered according to function (eg., file
servers, DHCP assigned address space, computer labs, etc.).
This way, the administrative domain that a misbehaving
host belongs to can be easily determined. At that point,
the appropriate people can be contacted to aid with the
containment or patching of the rogue or compromised host.

The third option represents a more abstract approach to
visualizing the network, similar to the work presented in [21].
In this view, hosts with some particular characteristic of
interest are represented larger or smaller based upon that
characteristic. Characteristics of interest include traffic vol-
ume, number of flows, or flows on a particular port.

There are two main reasons for using our current galaxy
view over the other two options. The first of these is the
desire of security analysts. In interviews with security per-
sonnel at our site, it became apparent that they were inter-
ested in a consistent IP-space based visualization of the raw
NetFlow data [30]. As the visualization offered by our third
option is inconsistent with respect to physical network lay-
out and changes depending on which trait is monitored, it
was eliminated from our choices. The first option is clearly
more based on the IP-space being monitored than the sec-
ond and can offer the same clarity of presentation if subnets
are laid out intelligently (eg., file servers on one subnet, hu-
man resources machines on another subnet, etc.). For these
reasons, the first galaxy view was chosen.

Figure 4: The small multiple view

Small Multiple View
If the analyst using NVisionIP sees a particular area of the
galaxy view that is beginning to show signs of abnormal
traffic patterns, they can zoom in on that region. Selecting
a rectangular region of the galaxy view will open a small
multiple view (SMV) window for the selected region. In this
view the analyst is presented with more detailed information
about the set of hosts selected. Figure 4 shows a small
multiple view window encompassing many hosts.

In the SMV, each host in the region selected is repre-
sented by two bar charts. The top chart represents traffic
on a number of well-known ports while the lower chart repre-
sents traffic on all other ports including the ephemeral ports
(those greater than 1024). The charts are drawn on a rela-
tive basis by default, in which traffic levels are compared on
a per-host basis. Absolute comparison levels can be defined,
which allows for easier comparison across multiple hosts. To
aid in cross-host traffic comparison, user can assign colors to
traffic on different ports, making it easier to pick out traffic
levels for flows of specific interest.

Machine View
The most detailed view that can be presented by NVisionIP
is the machine view. By clicking on a single host in the
small multiple view, its machine view is exposed. In the
machine view, a wide variety of visualizations are available,
including:

• Byte and flow counts for all protocols used

• Byte and flow counts for all ports used

• Byte and flow counts for all TCP traffic

• Byte and flow counts for all UDP traffic

• Byte and flow counts for all traffic using a protocol
other than TCP or UDP

In addition to these visualizations, the host’s raw NetFlow
records are accessible, as are some basic statistics regarding
the host’s flow counts. Figure 5 shows an example machine
view window. Figure 6 illustrates graphically the relation-
ships between the galaxy view, small multiple view, and
machine view within NVisionIP.



Figure 3: In (a), hosts are listed in a subnet × host coordinate system and colored based upon the value
of some characteristic of their traffic. Picture (b) shows a labeled cluster view of a network that using the
same coloring scheme as (a). In (c), hosts are represented by boxes whose size reflects the characteristic of
interest.



Figure 5: The machine view

4. ATTACK AND MISUSE SCENARIO DE-
TECTION

As was shown in Section 3, NVisionIP can give very mean-
ingful visualizations of NetFlow data records. The network
analyst can zoom in from a high-level profile of the network
to a more detailed view of multiple machines. From there,
the user can drill down to the individual machine level, gain-
ing access to many statistics, graphs, and even the individual
flow records. In this section, we present how NVisionIP al-
lows the user to detect various types of attack and misuse
through the use of visualization.

Worm Infection
Perhaps the most basic security function that NVisionIP
can perform is the location of hosts infected with a virus
or worm. Many types of worm spread by probing for other
hosts to infect. For instance, the Slammer worm sent 376–
byte packets to UDP port 1434 of random hosts in an at-
tempt to propagate [23]. After noticing an increase in the
number of flows leaving their network, an analyst could filter
the displayed traffic to only include flows originating in the
network with a destination port of 1434 transmitted using
UDP. Hosts with large numbers of flows meeting these crite-
ria would be indicated in red in the Galaxy view and could
alert analysts that these machines are possibly infected and
should be taken offline and patched.

Compromised Systems
Many times, when a host is compromised, the attacker will
install software that allows remote access to the machine.
In this way, compromised hosts can act as DDoS zombies
or file servers. For instance, it is not uncommon to find
IRC “bots” installed on compromised hosts to turn them
into file servers. NVisionIP can aid in the detection of such
hosts easily. If the network analyst detects large volumes of
traffic in regions of the network where they were previously
absent, they can zoom in to a small multiple view of that
region of the network. If traffic is detected on ports 6667
or 6668 (typical IRC ports), this could alert the network
analyst that the machine is potentially compromised.

Figure 6: The relationships between the galaxy,
small multiple, and machine views

Misuse
Misuse of computer networks (as defined in an organiza-
tion’s “acceptable use policies” or similar document) can be
detected using NVisionIP similarly to the above two scenar-
ios. Abnormal high volumes of traffic can easily be detected
visually by the analyst. From this point, they can drill into
the detailed information for the machine in question and lo-
cate what services are running and explore exactly how it is
that the system in question is violating the policies of the
organization.

Port Scans
Port scans are perhaps one of the most easily detected types
of patterns that can be detected though the use of NVi-
sionIP. Port scans of an individual host can be detected
by noticing a large number of ports in use on a particu-
lar host. The most noticeable type of port-scan, however,
occurs when an attacker scans each host on a particular sub-
net. Figure 7 illustrates what this type of scan looks like in
NVisionIP’s galaxy view. In reality, the entire class-B ad-
dress space being monitored is unlikely to be populated with
hosts, so bizarre striping patterns are usually indicative of
some form of probing or scanning activity.

Denial of Service Attacks
Denial of service attacks can also be readily detected by
NVisionIP. In the instances where hosts on the network un-
der surveillance are launching a distributed denial of service
attack, the network analyst will notice sudden spikes in traf-
fic volume from these hosts, indicated by a color change in
the pixels representing those hosts. However, if the DDoS
attack is sufficiently distributed, NVisionIP will not assist
in its detection, as the volume of traffic sent by each par-
ticipating node will be too low to distinguish from normal
traffic.

In the case where hosts on the network under surveillance
are under attack, NVisionIP will change their color to in-
dicate the rising amounts of traffic received. However, care
must be taken to ensure that a valid attack is taking place
and that the increase in traffic does not simply correspond



Figure 7: IP-scan activity

to the release of a new software package or start of an auto-
mated backup, for instance.

5. CONCLUSION
The number of attacks on computer systems connected to

the Internet is growing at an alarming rate. One of a secu-
rity analyst’s best defenses is the knowledge of the current
state of their network at all times. Using this situational
awareness, they can detect the first traces of abnormal net-
work behavior and patch holes to stop attacks before they
have a chance to cause serious damage. Unfortunately, there
is a severe lack of tools that can provide today’s security
analysts and systems administrators with the sense of situ-
ational awareness that they need.

NVisionIP is a visualization tool that can present a wide
range of information about the characteristics of an entire
class-B network on a single screen. NVisionIP reads Net-
Flow data records that provide a snapshot of the activity
on the network. This data can be filtered and aggregated
based upon a number of attributes that are important for
security analysis. The data can be visualized at the level of
the entire class-B network, a range of hosts of interest, or
at the level of extremely detailed information about a sin-
gle host. All of this visualization takes place through one
intuitive user interface.

Humans can quickly recognize patterns and trends in graph-
ically presented data. It is hoped that through the use of
NVisionIP, network administrators will be able to learn what
their network looks like under “normal” conditions. At the
first signs of attack, the visual representation of the network
will change, alerting the administrator that the network is
in a non-normal state. Through the use of the NVisionIP
user interface, the administrator will be able to drill-down
into the abnormal areas of the network to learn in greater
detail exactly what is happening and how to combat this

threat.

6. FUTURE WORK
Future work on NVisionIP is divided into three main ar-

eas: extracting the NVisionIP functionality out of the D2K
environment, allowing new NetFlows to be imported “on the
fly,” and the addition of other security related functionality.

Members of our team are currently working on porting
NVisionIP out of D2K to run as a standalone Java applica-
tion. Removing NVisionIP from the D2K framework would
make NVisionIP more accessible to a wider variety of users.
As a security tool, we would like to see NVisionIP available
to any user that feels the need to use it. Freeing end users
from the licensing agreements associated with D2K is one
way to do this. In addition, this would reduce our mainte-
nance overhead, as we would not need to change our code
each time that the architecture of D2K changes.

Currently, NVisionIP requires the NetFlow logs of interest
to be loaded when the program is started. While this allows
the user to navigate flow information for some archived pe-
riod of time, it does not allow for a streaming view of the
network. By allowing NetFlow records to be imported in a
streaming mode, analysts will be kept up to date with re-
gards to the current activity on the network. For instance, a
large projection screen with the current view of the network
could become a fixture in network operation centers, allow-
ing each analyst at the NOC to keep a constant eye on the
state of the network, while still processing other information
at their individual workstation.

Section 4 of this paper briefly presented some scenarios in
which NVisionIP allows network analysts to locate attacks
against their systems or misuse thereof. In the future, we
plan to conduct a formal analysis on the types of attacks that
NVisionIP can help to detect. We anticipate finding more
types of attacks that could be detected or located more easily
with the help of new visual functionality. It is anticipated
that new filtering and aggregating characteristics may help
our visualizations present more information in different ways
that could be of use to security analysts.
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