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Abstract

Approximate linear programming (ALP) is as one of the most promising methods
for solving complex factored MDPs. The method was applied first to tackle prob-
lems with discrete state variables. More recently the ALP methods that can solve
MDPs with continuous and hybrid (both continuous and discrete) variables have
emerged. This paper briefly reviews the work on ALP methods for such problems.

1 Introduction

Markov decision processes (MDPs) offer an elegant mathematical framework for rep-
resenting and solving sequential decision making-problems in the presence of uncer-
tainty. Standard MDP solution techniques, such as value and policy iteration [1, 8]
were developed for discrete state MDPs. These methods work and scale-up well in
terms of the number of states of the MDP. However, the state space of more realistic
MDP problems is factorized and the state space becomes exponential in the number
of state components. Much of the work in the Al community has focused on factored
structured representations of finite-state MDPs and their efficient solutions.
Approximate linear programming (ALP) has emerged as one of the most viable
methods for solving complex factored MDPs. The approach uses a linear combination
of local feature functions to model the value function. The coefficients of the model
are fit using linear program methods. The approach was first applied to solve factored
MDPs with discrete state components. A variety of methods for these settings include
the work by Guestrin et al [5], de Farias and Van Roy [3, 2], Schuurmans and Patrascu
[16], and others [15]. However, the approximate linear programming (LP) methods
can be extended also to factored continuous-state MDPs and/or hybrid state MDPs
that combine both continuous and discrete state components. These line of work was
pioneered by Hauskrecht and Kveton. This work gives a brief review of these methods.
The text is structured as follows. First we review the basics of the MDP and its
linear program solutions. After that we introduce ALP and show how one can formulate



factored MDPs as linear program approximation and how one can solve the problem
more efficiently. After that we briefly review multiple different solutions related to
ALP and its optimizations. This work is based in a number of publications in past
years [6, 9, 4, 10, 7,12, 11, 14, 13].
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